A STRONG CENTRAL LIMIT THEOREM FOR A CLASS OF
RANDOM SURFACES

JOSEPH G. CONLON AND THOMAS SPENCER

ABSTRACT. This paper is concerned with d = 2 dimensional lattice field mod-
els with action V(V¢(-)), where V : R — R is a uniformly convex function.
The fluctuations of the variable ¢(0) — ¢(z) are studied for large |z| via the
generating function given by g(z,u) = ln<e“<¢(0)’¢<x>>>A. In two dimensions
9" (x, ) = 8%g(x, u)/Ou? is proportional to In |x|. The main result of this pa-
per is a bound on g’ (x, ) = &3g(x, p)/Ou> which is uniform in |z| for a class
of convex V. The proof uses integration by parts following Helffer-Sjostrand
and Witten, and relies on estimates of singular integral operators on weighted
Hilbert spaces.

1. INTRODUCTION.

We shall be interested in probability spaces (2, F, P) associated with certain
Euclidean lattice field theories. These Euclidean field theories are determined by a
potential V : R — R which is a C? uniformly convex function. Thus the second
derivative V(-) of V(-) is assumed to satisfy the quadratic form inequality

(1.1) My <V"(2) <Aly, 2= (21,...,24) € RY,

where I is the identity matrix in d dimensions and A, A are positive constants. The
measure P is formally given as

1 2 2 . .
(1.2) P=exp |— Z V(V(b(w)) +gm Z¢(ac) H d¢(z) /normalization,
z€Zd z z€Zd

where m > 0 and V is the discrete gradient operator acting on fields ¢ : Z% — R.
In the case when V(2) = |2]?/2+a Z?Zl coszj, z € R4, the probability measure
(1.2) describes the dual representation of a gas of lattice dipoles with activity a (see
[3]). Our estimates on fluctuations will be uniform for m > 0.

We denote the adjoint of V by V*. Thus V is a d dimensional column operator
and V* a d dimensional row operator, which act on functions ¢ : Z? — R by

(1.3) Vo(x) = (Vig(x),... Vad(z)), Vio(z) = d(z +e;) — ¢(x),
V*é(x) (Vio(x),... Vig(x)), Vig(z)=¢(x —e;) — ¢(x).

In (1.3) the vector e; € Z? has 1 as the ith coordinate and 0 for the other coordi-
nates, 1 <14 < d. Note that the Hessian of our action in (1.2) is a uniformly elliptic
finite difference operator acting on ¢2(Z<) given by

VV'(Vé())V +m? .
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Let Q be the space of all functions ¢ : Z¢ — R and F be the Borel algebra
generated by finite dimensional rectangles {¢ € Q: |p(x;) —a;| <71, i=1,..., N},
z; €2 a; €R, 7, >0, i=1,..,N, N > 1. The d dimensional integer lattice
Z% acts on Q by translation operators 7, : Q — Q, z € Z% where 7,¢(z) =
é(x + z), z € Z%. Translation operators are measurable and satisfy the properties
TaTy = Toty, To = identity, z,y € Z¢. Tt was first shown by Funaki and Spohn
[5] that as m — 0 one can define a unique ergodic translation invariant probability
measure P on (€, F) corresponding to (1.2). If d > 3 this is a measure on fields
¢ : Z¢ — R, but for d = 1,2, one needs to regard (1.2) as a measure on gradient
fields w = V¢. In that case the Borel algebra F is generated by finite dimensional
rectangles for w(-) with the usual gradient constraint that the sum of w(-) over
plaquettes is zero.

Estimates on expectation values (-)q for (2, F,P) can be obtained from the
Brascamp-Lieb inequality [2]. Since by (1.1) we have a uniform lower bound on the
Hessian, this inequality implies that for f : Z¢ — R, with > oyeza f(y) =0

(14) (expl(7,6) ~ (7 el < exp|5(f,(-38)7"p)|,

where (-,-) denotes the standard inner product for functions on Z? and A is the
discrete Laplacian on Z?. Thus (1.4) bounds all moments of (f,®) — ((f,#)) in
terms of (f, (=AA)~Lf).

It follows from (1.4) that the function g¢(-,-) defined by

(1.5) g(z, p) = log(e!@O =My e R

satisfies the inequality g(z, ) < Cyu? for some constant Cy provided d > 3. If d =
1,2 then (1.4) implies that g(z, u) < Cy(x)u?® where Co(x) ~ log|z| and Cy(x) ~ |z
for large |z|. Since in dimension d = 1 the random variables V¢ (z), = € Z, are
iid., it is easy to see that in this case g(x, ) = C(p)|z| for a positive constant
C(u) depending only on . In this paper we shall show that the 2 dependence of
Cy(x) for large |z| is entirely due to the second moment of ¢(z) — ¢(0).

Theorem 1.1. Suppose d = 2 and V : R? — R is C3, satisfies the inequality
(1.1) and [|[V"(:)||oo = M < o0o. If in addition \/A > 1/2, then there is a positive
constant C' depending only on \, A, such that

3

(1.6) 9" (@, 1) = %\ < CM zeZ peR.
w

Hence we have | g(z,p) — %«(;5(0) —o(@)q | < CudM/6, x € Z. The

constants above are uniform for m > 0.

Remark: If (¢(0) — ¢(z)) is Gaussian then ¢’ (z, ) = 0. Note that in one dimen-
sion, ¢""(z,p) o |z| unless our distribution is Gaussian. Thus the analog of our
theorem is not valid in one dimension. In this sense, the long range correlation of
the gradient fields in 2D give a stronger CLT.

The proof of Theorem 1.1 follows from an inequality for the third moment of

$(0) — (),

Pg(x, )

(1.7) o0

= < [X - <X>Q,z“u]3 >Q,x,p ) where X = ¢(0) - ¢(.’L‘),
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and (), denotes expectation with respect to the probability measure propor-
tional to

(1.8) et (#(0)—o(x)) dP(¢()) ,

with P the translation invariant measure (1.2). In d > 3 dimensions, (1.7) is
uniformly bounded by applying (1.4) to (-)q,u -

If u = 0 and the function V(-) of (1.2) is symmetric i.e. V(z) = V(-2), z € R4,
then it is easy to see that the third moment of ¢(0) — ¢(x) is 0. More generally we
have the following decay estimate:

Theorem 1.2. Under the assumptions of Theorem 1.1 we have:
(1.9) | ((6(0) — ¢(2))*)a | < CM/[1+x|*], zeZ?,

for some positive a.

Relation to dimers: In two dimensions one can think of ¢(x), z € Z?, as being
the height of a random surface over Z? which fluctuates logarithmically. Theorem
1.1 was motivated by related results for dimer models. The uniform measure on
dimer covers of the square lattice has an associated height function ¢(-) which takes
integer values. Denoting by (-) p the expectation on heights induced by the uniform
measure on dimers, the height fluctuations ( (¢(0) —¢(x))? ) p grow logarithmically
with |z| (see [8, 9] for an introduction to dimers and heights). As in Euclidean field
theory with measure (1.2), one can consider the function g(z, p) defined by

(1.10) g(x, 1) = log(er@O =@y r € Z?

but in this case it is interesting to let u be pure imaginary, whereas in Theorem 1.1
w is real. In [11] it is shown that there exists 6 > 0 such that

2

L1 gl = S(60) = 6@)?)p | < O €2 peiR, ] <3,

for some constant C. This implies that (e#(?(©)=¢(@)), has a power law decay
which is determined only by the variance. Since one also has [8, 9] that

(1.12) {(6(0) = ¢(x)*)p = gloglffl +0(1) as |z| = oo,

the inequality (1.11) gives rather precise information on the behavior of (e#(¢(0)=¢(®)) 5,
for large |z| and small p. The inequality (1.11) for = lying along lattice lines follows
from earlier work [1] on Toeplitz determinants for piecewise smooth symbols. These
results allow for a larger range of ¢ in (1.11) than [11] does. Recent work by Deift,
Its and Krasovsky [4] gives optimal estimates for p = im/2. In special cases this
power law decay is related to the spin-spin correlation of an Ising antiferromagent
on a triangular lattice at 0 temperature. Note that since the heights are integer
valued, when p = 27i, g(x, u) = 0 so that (1.11) cannot hold for all p.

A closely related central limit theorem arises in fluctuations of the number of
eigenvalues of a U(N) matrix belonging to an arc on the circle. The variance of
this number grows logarithmically in N. If we call the corresponding generating
function g(N, p), then for a suitable range of p we have |¢"""(N, p)| < Constant.
If the indicator function of the arc is smoothed out, the logarithmic growth in N
disappears. Note that the methods of this paper do not apply to dimer heights or
to U(N) because the integer constraints make the associated action non-convex.
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Idea of Proof: The reason that a stronger form of CLT holds in dimension 2 may
be understood as follows: We can express

(1.13) $(0) — d(x) = > Vo(y) - [VGoly) — VGo(y — )],

yeZd

where Gg is the Green’s function of the discrete Laplacian. In 2D the sum of
the gradients is spread out since |[VGo(y)| ~ (|ly| + 1)~!. Although this function
is not square summable, it lies in the weighted ¢? space ¢2(Z? R?) with weight
w(y) = [14]y[]* for any o < 0. Hence from the theory of singular integral operators
[13] the convolution of VV*Gy(+) with VGy() is also in the space 2 (Z2,R?). This
situation should be contrasted with the case of one dimension where the gradient
has no decay.

In order to implement our argument, which is based on the intuition gained from
(1.13) and the decay of the 2D Green’s function, we use an integration by parts
formula due to Helffer-Sjostrand and Witten [6, 7], and some results on singular
integral operators on weighted spaces. The integration by parts formula can be
stated formally as

(1.14) ((Fy —(F)) F)opp = (dF) - [d*d+V*V"(Vo()V +m?]  dFe)q.uep -

In (1.14) expectation is with respect to the measure (1.8), and the functions F;(¢4(-))
are differentiable functions of the field ¢ : Z% — R. The operator d is the gradient
operator acting on functions of ¢(-), and d* = —d+VV +uV X is the corresponding
divergence operator with respect to the measure (1.8). The dot product on the
right side of (1.14) is over the lattice sites indexing the gradient. Note that d*d
is the elliptic self-adjoint operator acting on functions of ¢(-), which corresponds
to the Dirichlet form for (1.8). The identity (1.14) is explained in more detail in
the following section, and since d*d is nonnegative it implies (1.4). The operator
d*d + V*V"(V¢(-))V formally acts on functions F(y, ¢(-)). The first term acts as
a differential operator in the field variable ¢(-), and the second term acts as a finite
difference elliptic operator in the lattice index .

We first prove an L? version of Theorem 1.1 using the integration by parts
formula (1.14). This result unfortunately requires the seemingly artificial restriction
A/A > 1/2 on the bounds (1.1). The reason for the restriction on A\/A is that we
need to express our Green’s function so that second order finite difference derivatives
V. appear in a symmetric way. This problem arises due to the presence of the
operator d*d, and therefore does not occur in the classical case where we set d*d = 0.
See Lemma 2.2 and the resolvent expansion for (2.24).

Theorems 1.1 and 1.2 follow from an extension of the L? theorem to the cor-
responding theorem for weighted L? spaces, with weights which are in the Muck-
enhoupt As class [13]. The weights can be chosen arbitrarily close to the con-
stant function in the As norm, and so Theorem 1.1 also holds with the restriction
A/A > 1/2. The reason for this is that the norm of a Calderon-Zygmund operator
on an A, weighted space is a continuous function of the A, norm at the constant.
This continuity result does not follow from the standard proofs [13] of the bound-
edness of Calderon-Zygmund operators on weighted spaces, and was proven quite
recently [10]. If one however restricts to weights which are dilation and rotation
invariant, continuity follows from the argument in a classical paper on the subject
[12]. The weights considered in this paper are approximately rotation and dilation
invariant.
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In §2 we first state and prove (1.14) and then obtain an estimate on the third mo-
ment of Y h(z)V¢(z) with h in £5(Z?). There are two proofs for the third moment.
The first proof uses quadratic form inequalities, and the second uses a convergent
perturbation expansion. In §4 it is shown that the perturbation expansion also con-
verges for functions in weighted spaces with weight close to 1. As explained above
this is needed to prove Theorem 1.1 since (¢(0) — ¢(x)) = >, h(x)Vp(x) with h
in a weighted ¢s space. See (1.13). The required weighted norm inequalities for
functions on Z? are proved in §3. These inequalities are applied to the field theory
setting in §4 by using the spectral decomposition of the self-adjoint operator d*d.
Because we need to make use of the spectral decomposition theorem, we cannot
replace the weighted norm inequalities in our argument by L9 inequalities with ¢
close to 2.

2. THE L? THEORY

Our main goal in this section will be to establish an L? version of Theorem 1.1.
First we shall state and prove a finite dimensional version of the Helffer-Sjostrand
formula (1.14) which we shall use in the proof.

Let L be a positive even integer and Q = Q1 C Z? be the integer lattice points in
the closed cube centered at the origin with side of length L. By a periodic function
¢ : @ — R we mean a function ¢ on @ with the property that ¢(z) = ¢(y) for all
x,y € @ such that x —y = Ley, for some k, 1 < k < d. Let ¢ be the space of
all periodic functions ¢ : Q — R, whence (2o with ) = 1 can be identified with
RY where N = L%. Let Fq be the Borel algebra for {)g which is generated by the
open sets of RY. For m > 0, we define a probability measure Py, on (R, Fg) as
follows:

(2.1) (Flagm =

/RNF(@eXp -y

{V(V¢($)) + ;m2¢5($)2} H d¢ () /normalization ,
z€EQ

z€EQ

where F : RN — R is a continuous function such that |F(2)| < Cexp[A|z]], z €
RY, for some constants C, A. Note that ( ¢(z) )a,,m = 0for allz € Q. This follows
from the translation invariance of the measure (2.1), upon making the change of
variable ¢(-) = ¢(-) + ¢, differentiating with respect to ¢ and setting ¢ = 0. We
consider now for ¢ € R and x € @ the probability measure proportional to the
measure

(2.2) et(¢(0)—o()) dPg ()

on (g, Fg, Pg,m), which is analogous to (1.8), and denote expectation with respect
to this measure by (-)o, m.zu- Let F: RN — R be a C* function and dF : RN —
RY be its gradient. For a C! function G : RN — RY the divergence d*G of G
with respect to the measure (2.2) is formally defined from the integration by parts
formula

(2.3) (G dF)agman = (G F)agmapu -

Lemma 2.1 (Helffer-Sjostrand). Let Fy, Fy be two C functions on RN such that
for j = 1,2, the inequality |F;(z)| + |DF;(z)| < Cexp[A|z]], z € RY, holds for
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some constants C, A. If (F2)aq,,m,eu = 0 then there is the identity
(24)  (FiF)aoomaen = (dR[d*d+VV"(Vo()V +m* ] dF)as map -
Note that d* is the adjoint with respect to the measure given by (2.2).

Sketch of proof: Since d*d generates a compact semigroup on a bounded domain
with a unique groundstate 1 and (F») = 0, it follows that there exists a solution Fj
to the equation

(25) d*ng = F2 s implies < F1F2 > = < dF1 ng > .

If we assume that Fy(-) is a C'*® function for any o > 0 then elliptic regularity
theory implies that F3(-) is C3. The identity (2.4) follows from (2.5) by observing
that

(2.6) dFy = (dd*)dF3 = [d*d+V*V"(Vé(-)V +m?|dF;5 .

Note that above we have used the fact that the commutator [d*,d] is the Hessian.
For details see [5].

Theorem 2.1. Suppose d > 1 and the constants in (1.1) satisfy \/A > 1/2.
Then there is a positive constant C(A, A) depending only on A\, A such that for any
hi,ha, hs € (2(Z%,RY) and x € Z%, € R,

(2.7)
3
K H (7, V) = (R, VO] Jomul < C(A’A)”hl””hQHHhP’”fg{’d|V”’(§)| .

The proof of Theorem 2.1 depends on a representation for the third moment
of (h,V¢), which we obtain by applying the Helffer-Sjostrand formula of Lemma
2.1. We first obtain the representation for a periodic cube in Z¢ and then conclude
from [5] that the representation continues to be valid as the cube increases to Z<.
Note that this theorem is not sufficient to imply our main estimate (1.6) because,
if we express ¢(0) — ¢(x) in terms of V¢ - h as in (1.13), the £o norm of h diverges
logarithmically for large |z|. In sections 3 and 4 we will show how to use weighted
norms to solve this problem.

Let h; : @ — R%, j=1,2,3 be arbitrary periodic functions and define G;(¢(-))
in terms of them by

(2.8) Gi = > [hiW)-Voéy) — (hi(y) - Vo)) agmen -

y
Applying (2.4) to the functions F; = G1G2 and F» = G3 yields the identity
(29) (G1G2G3)a0mapn =

(( [G1V*ha() + GaV () 1, @3( ) ) )agma -
where ®;(y,¢), y € Q, ¢(-) € Qg, j =1,2,3 is the solution to the equation
(2.10) [d*d+V*V"(Vo(y)V +m?] @(y,6(-) = dG; = V'hi(y), y€Q.
Since for each y € @ the expectation ( [G1V*ha(y) + G2V*hi(y)] )aomazu = 0,
we can apply (2.4) again to the RHS of (2.9). Thus we obtain the identity

(211) (G1G2G3)a6,man =
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Z < [‘1)1(2, ¢)V*h2(y) + (I)Q(Za ¢)V*h1 (y)] d¢)3(y7 2, ¢) >QQ7'"'L,-'L'7M )

Y,2€Q

where d®;(y,z,¢), z € Q, is the gradient of the function ®;(y,¢) which is the
solution to (2.10). Since ®;(-, ¢) itself is the gradient of a function of ¢(-) it follows
that d®;(y, 2z, ¢) is symmetric in (y, z). By applying d to (2.10) and noting that
0/0p(2)V"(Vo(y)) = V" (Ve(y))Vi(y — 2), it is easy to see that dP3(y, z, @) is the
solution to the equation

(2.12)
> hW () [dd+ ViV (Vo) Vy + ViV (VH(2)V. + 2m*] ds(y, 2, ¢)

Y,2€Q

= = 3 VYWDV A W) Vha(2), VOs(y, )5y — 2),  fi, f2: Q@ — R.

Y,2€Q

Here V'(€)[, -, -] denotes the symmetric trilinear form which is the third derivative
of V(€), ¢ € R% and. Let ¥(y, z, ¢) be the solution to the equation

(2.13) LY = [d*d+ V,V"(Vo(y)Vy + ViV (VH(2))V. + 2m*] U(y, 2, ¢)
It follows from (2.11), (2.12), (2.13) that

)
(

(214) <G1G2G3>QQ,m,x,u
= DAV VT 2.6). Vy®s(y:0)] )agmandly —2) -
y,2€Q

Above we have also used the fact that L' is a symmetric operator so that it may
be transfered to the first factor of (2.11). Since § on the right side of (2.14) is just
the Kronecker delta function we can apply the Schwarz inequality to obtain

(215) |<G1G2G3>QQ,m7z,,u,| <
1/2

sup |V”/(€)| Z < |vyvij(y,za¢)|2 >QQ,m,z,p Z< |qu)3(ya¢)|2 >QQ,m,z”u

d
¢eR vi7eQ veQ

From (2.10) the second term in curly braces on the RHS of (2.15) is bounded by
[lhs]]/A. This follows from the fact that the norm of the operator

(2.16) V, [d*d+ ViV (V(y)V, +m?] v

is bounded uniformly for m > 0. Note that V appears symmetrically in this
expression so that quadratic form bounds apply. To estimate the third moment
in terms of the L? norms of the h;(-), j = 1,2,3 we need to bound the first term
in curly braces. To do this we must rearrange the gradients so that they are in
symmetric form. This is done below by expanding in a Neumann series which
enables us to shuffle the lattice gradients so they appear in symmetric form. The
convergence of this series is where we need the condition on A/A.

Lemma 2.2. Let U be given by (2.13) and set
(2.17) ® = [D1(z, 9)ha(y) + P2(2, d)ha(y)] -

1/2
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Then denoting expectation on Qg by (-), there is a constant C(\, A) depending only
on the constants in (1.1) such that

(2.18) DIV VLT(y,2,0) ) < COGA) Y (IV.B(y,2,0) )
Y,2€Q Y,2€Q
provided A\/A > 1/2.

Using this lemma the proof of Theorem 2.1 is easy.

Proof of Theorem 2.1. From (2.10) it follows that

(2.19) D (V=2 2,0)) < Rlmlllikall/AP
y,2€Q
Now Lemma 2.2 and (2.15) imply that
(2.20) {G1G2Ga)agmanl < o, [V ICN Ml Balllhz]l] s
€

provided A/A > 1/2. The result follows from (2.20) and [5] on letting Q — Z? and
m — 0. |

Proof of Lemma 2.2. The V, must be transfered to ®. For this reason we introduce
an elliptic system symmetric with respect to permutation of z and y, which enables
us to use standard quadratic form methods to bound V, V. ¥(y, z,¢(-)). From (1.1)
we have that V" (¢) = A[l; —b(€)], ¢ € R%, where b(-) satisfies the quadratic form
inequality 0 < b(:) < (1 — A/A)I4. We consider the system

(2.21) { [d*d + ViV (Vé(y)Vy + AVIV, + 2m%] U1 (y, 2, 6)

— AV;B(VOW)Vy ¥a(y,20) | = V;®(1,20), 1.2 € Q,

{ [d*d+ V2V (V(2)V. + AVEV, + 2m?] Ua(y, 2, 6)

— AVIB(Vo(2)) V.01 (y, 2, 6) | =0, 9,2 € Q.

Note that in the first equation of (2.21) the operator V, commutes with the operator
in the curly braces, and in the second equation the operator V,, similarly commutes.
By adding the two equations we see that LW = LW, + LWy = Vy® as in (2.13) and
U=V + Us.

We generate the solution to (2.13) by means of a converging perturbation ex-
pansion in b(-). Let T1,T5 be defined by
(2.22) Ty, = V,[dd/A+ ViV, + ViV, +2m% /A Y

y
T, = V. [dd/A+ ViV, + ViV, +2m?/A] " Vi
We define a matrix B(-) by

_ [b(Ve(y)) b(Vé(y))
(2.23) B(y,z¢) = [b(w(z)) b(Vaﬁ(Z)) } ’

where V"(£) = A[I; — b(€)]. Then one can check that (2.21) is equivalent to the
system

VoV (5d) ] [T 0 ] [V.d(yze)
@220) |G T sy 2. 0) }A 1{01 T H 0 }
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T 0 V.V \Ill(yvza(b)
oo 5 Jpeso [T s

It is evident that the operator B(-) of (2.23) has L? norm less than 2(1 — A/A).
Since the operators T1, T defined by (2.22) have norm less than 1, the Neumann
series for the solution of (2.24) converges in L*(Q x Q x Qg, R x R%) if A\/A > 1/2.
Thus solving for V,V,¥(y, z, ¢) completes the proof of the lemma. O

The solution of (2.10) can also be generated by a converging perturbation ex-
pansion in b(-) in the usual way. Thus let ¥(y, ¢) be the solution to the equation
(2.25) [d*d/A+V*V +m?/A] U(y,¢) = V'O(y,9), yeQ.

Then we write V¥ = T'® which defines the operator T'. Equation (2.10) is equiva-

lent to

(2.26) VU(y,¢) = AT'TR(y, ¢) + Tb(Ve(y)VE(y, )] ,

with ®(y,¢) = h;j(y), y € Q. Since the operator T' has norm which does not
exceed 1, the Neumann series for the solution of (2.26) converges for any A/A > 0
in L2(Q x Qg, R?) with measure (2.2) on Q.

3. WEIGHTED NORM INEQUALITIES ON /2 SPACES

In this section we prove the weighted norm inequalities on ¢? spaces which we
shall need to prove Theorem 1.1. This section is independent of the previous one.
For a positive periodic function w : Q — R the associated weighted space £2,(Q, R%)
is all periodic functions h : Q — R® with norm ||h||,, defined by

(3.1) IRl13 = D wy)h)P -
yeQ

We shall define weights w(y), W (y, z) which grow or decay very slowly. They satisfy
the I Muckenhaupt condtion which assures us that a natural class of singular
integral operators is bounded. Moreover since the weights are slowly varying the
weighted operator norms are close to the [ norm by recent results of Pattakos and
Volberg [10]. This approach is made more precise below. In the next section we
shall use these weights to obtain our main theorem.

Define the Green’s function on Z¢ by

(3.2) [V*V +0lG,o(y) = 6(y), yeZ®.

Thus we have that

(33) |[VG,(y)| < C/IL+ ", [VV*G, ()| < C/1+ [yl
IVVV*G,(y)| < C/L+ [y, yezf, p>0,

for some constant C' depending only on d. The corresponding periodic Green’s
function for the cube @ with side of length L is

(3.4) Gooly) = > Goly+Ly) .

ylezd
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In order to estimate the periodic Green’s function we need in addition to (3.3) the
inequalities

(3:5) Y. VGy+Ly)| < o/
y'€z4—{0}
(3.6) Y VVGWw+Ly)| < C/LY yeq, p>0,
y'€Z4—{0}

which hold for a constant C' depending only on d. Note that the sums in (3.5) are
not absolutely convergent uniformly for p > 0. The Calderon-Zygmund operator
T, in a periodic domain is explicitly given by the formula

(3.7) Toh(y) = > VV'Gpoly —y)h(y)

y'eQ
where G o(+) is the function (3.4). The inequalities (3.3), (3.5) therefore yield an
estimate on the kernel of T, which is independent of p > 0. The basic proposition
for this section may be stated as follows.

Proposition 3.1. Let w : Q@ — R be given by w(y) = [1 + |y|]%, v € Q, where
la| < d/2. Then T, is bounded on (2,(Q,R%) for p >0, and ||T,||n, < 1+ Cla| for
some constant C' depending only on d.

Proof. Adapting the methods of Chapter V of [13] to the periodic lattice, it is clear
in view of the inequalities (3.3), (3.5) that the result holds for || = d/2. Now
we apply the real interpolation theorem of [14] (Theorem 2 in the recent work of
Pattakos and Volberg [10]) to obtain the inequality for |7}/, when |c] is small.

To apply the interpolation theorem we define interpolation measures ps, 0 <
s < 1 on subsets of the periodic cube by

ps(E) = D [1+[y[]*¥?el for EC QnZe,
yeE

and denote by |7, ||s the norm of T, on the space £(Q,R% uis). Then by going
to the Fourier representation we see that ||T,||o < 1. It follows from the argument
in Chapter V of [13] that there is a constant K depending only on d such that
7,1 < K. Now Theorem 2 of [10] implies that

ITpllw = [Tpllojarye < K24 < 14Claf,
for a constant C' depending only on d. (Il
Next we consider operators on weighted function spaces of two variables. For a
positive periodic function W : Q x Q — R the associated weighted space £%,(Q x

Q,R? x RY) is all periodic functions h : Q x Q — R x R? with norm ||h||yy defined
by

(3.8) b = Y. Wy, 2)h(y ).
(y,2)EQXQ

Let T, ® I be the operator on 3,(Q x Q, R? x R?) which acts by the operator T,
defined by (3.7) on the y variable of a function h(y, z) and by the identity on the z
variable.
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Proposition 3.2. Let W : Q x Q@ — R be given by W(y,z) = [1 + |y|]]*[1 +
Yz )P, (y,2) € Q x Q, where y(z,y) is the shortest distance from z to y on
the periodic cube Q. Then if |a|, |B] < d/2 the operator T, @ I is bounded on
2, (QxQ,RIxRY) for p>0, and |T, 1w < 14 C[la| +|B|] for some constant
C depending only on d.

Proof. We argue as in Proposition 3.1. Here the interpolating measures are given
by

ps(B) = Y [L[ylre 20t BN 14y (y, 2)]204200H80 for B C (QxQ)NZ*,
(y,2)EE

with s = 2(Ja| + |8])/d < 1 corresponding to W. O

For p > 0 let T7 , be the operator on periodic functions A : @ x @ — R? x R?
defined by

(3.9) Ti, = V, ViV, +ViV. 4] V.

Let G,(y, 2), y,2 € Z?, be the Green’s function for the discrete Laplacian on the
lattice of twice the dimension, Z?? defined as in (3.2), and G, gxq(¥,2), ¥,2 € Q,
be the corresponding periodic Green’s function for the cube @ x @ defined as in
(3.4). The operator T , is explicitly given by the formula

(3.10) Tiph(y,2) = Y. VyViGraxe—y.2—2) h(y, 7).
(v',2)€QxQ

In (3.10) the row vector V;G, o(y — y',2 — 2') acts on the y" array of the double

array column vector h(y’, z’).

Proposition 3.3. Let W : Q xQ — R be given by W (y, z) = [1+|y|]*[1 +7(z, y)]?
or W(y,z) = [1+ [2]]*[1 + (2, 9))", (y,2) € Q x Q, where |al,|B| < d/2. Then
Ti.,p is bounded on 034,(Q x Q, R x RY) for p> 0, and |14 ,||lw < 1+ Clla| + |B]]
for some constant C depending only on d.

Proof. Same as for Proposition 3.2. O

Remark 1. We shall assume in the next section that o, B are small.

4. WEIGHTED L? THEORY

Our goal in this section will be to extend Theorem 2.1 to allow the functions
hj : Q@ — R?, j = 1,2,3, to lie in certain weighted ¢* spaces. This is needed for
the proof of Theorem 1.1. In order to carry this out we define weighted versions
of the L? spaces of §2. Thus for a periodic weight w : @ — R the associated
weighted space L2(Q x Qg,R?) is the space of all periodic measurable functions
P : Q x Qg — R? with finite norm ||®||,, given by

(4.1) 20 = > w@){ 12, &) og.m,am -
yeQ

Letting T be the operator defined by (2.25), it follows from the spectral decompo-
sition theorem for d*d, that T is bounded on L2 (Q x Q2g, R?) since the operator T,
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of (3.7) is bounded on £2 (Q,R%) for all p > 0. Furthermore one has the inequality
(4.2) [Tl < sup | Tpllw -
p>0

Similarly one can define for a periodic weight W : @ x @ — R the weighted
space L, (Q x Q x Qq, R?) as the space of all periodic measurable functions & :
Q x Q x Qg — R? with finite norm ||®||y given by

(4.3) 127 = > W12, 2 0) )agmen -

(¥,2)€Q%Q
The operator T; defined by (2.22) is bounded on L?,(Q x Q x Qg, R% x R?) since
the operator T4 , of (3.10) is bounded on ¢Z,(Q x @Q,R% x R?) for all p > 0 and

(4.4) IT1llw < sup||T1,,llw -
p>0

Finally we define the weighted space L, (Q x Q x Qg,R% x R?) with norm as in
(4.3). Then by the spectral decomposition theorem the operator T'® I is bounded
on L%, (Q x Q x Qg, R4 x RY) since T, ® I is bounded on 1%, (Q x Q, R* x R?) for
all p > 0. In that case one has the inequality

(4.5) IT® Ilw < sup||T, @ I|w .
p>0

We can now state a weighted version of Theorem 2.1. For a, 5 € R let w: Q —
R, W :Q x Q@ — R be the weights

w(y) = [1+[yll*, and W(y,2) = [1 + yl]*[L + 7y, 2)", y,2 € Q,
where v(y, z) is the distance from y to z in the periodic cube Q.
Remark: For the proof of Theorem 1.1 we will choose 8 < —a with o > 0 small.
The identity
Wy, 2) 1/w(y)o(y —2) =1
will be used in (2.14) to obtain a weighted Schwarz inequality which is uniformly
bounded in |z|.

Theorem 4.1. Suppose Q is a periodic cube in Z% for some d > 1 and that hj:
Q — RY, j =1,2,3, have the property that hz € £2(Q, R?) and both hy®@hy, ho®@h,
are in £3,(Q x Q, R x RY) Then for |a|, |B| sufficiently small depending only on
AA > 1/2; there is a positive constant C'(A\, A) depending only on A\, A, such that
foranyx € Q, neR,

<

3
(46) | T [(hi» V) = ((hj, Vo)) ag aim] dag.am.p

j=1
CAA) [[p1 @ hallw + [lhe @ halw ] Hh?)llwgsué)d V"(€)] .
€

Proof. We first consider the function ®3(y,¢) defined by (2.10), whose gradient
V&;3(y, ¢)is given by the Neumann series for the solution of (2.26). In view of (4.2)
and Proposition 3.1, the series converges in L?/M(Q x Qg, R?) provided |af is suf-
ficiently small, depending only on A/A > 0, and [[V®3(-, @)1/ < C(X, A)[|h3]]1 /0-

Next we consider the function ® : @ x @ — R? x R? defined by ®(y, z,¢) =
VOi(z,¢)ha(y)+VPa(z,0)h1(y), y, 2z € Q, where the (-, ¢), j = 1,2 are solutions
of (2.10). It follows from (4.5) and Proposition 3.2 that ® is in L?, (QxQx g, R x
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R?) if |a| + || is sufficiently small, depending only on A/A > 0, and ||®|w <
CNA)[ ||k @ hallw + [|he ® ha|lw ]. For @ € L3,(Q x Q x Qg,R? x R?) we can
generate the solution to (2.13) by means of the perturbation expansion generated by
(2.24). It follows then from (4.4) and Proposition 3.3 that V, V. ¥(y, z,¢(-)), y, 2, €
Q, is in L, (Q x Q x Qg, RY x RY) if |a| + 4] is sufficiently small, depending only
on A\/A with 1/2 < A/A <1, and |[VVP||lw < CAAN)||P]lw.

To complete the proof of (4.6) we use the representation (2.14). Using the
Schwarz inequality as in (2.15) and W (y, 2)1/w(y)d(y — z) = 1 we conclude that

(4.7) G1G2G3)ag mapul <
VYVl [V®s]l1/ sup [V*(E)]
¢cRd

< CA) [Ih @ hallw + [[he @ ha|lw ] 11h3]l1/w sup. V")l .
(EeER

O

Proof of Theorem 1.1. From [5] it will be sufficient to obtain an estimate for |{ [X —
<X>QQ7w’m’Mj|3 )00 ,o,m.u| With X = ¢(0) — ¢(z), which is uniform as Q@ — Z? and
m — 0. As in (1.13) we may write ¢(0) — ¢(x) in terms of the gradient of the
periodic Greens function,

ho(y) = glg(l) VG,a(y)

(4.8) ¢(0) = o(x) = (VGpq,Ve) = (2VG)0, VP) + ( pl(Grq — 2Gral 0 )

where 7, denotes translate of a function by z. We do not use any cancellation
between hg and its translates. From the first inequalities of (3.3), (3.5) it follows
that lim,_,o( p[(Gp.0 — T2G,.q), ¢ ) = 0, whence (4.8) imply that

(4.9) $(0) = o(x) = (hq,V9) = (1:hq, V) .

In order to prove Theorem 1.1 it will therefore be sufficient for us to apply Theorem
4.1 for hy = hy = hg and h3 = hg or hz = 7,hg. One easily sees that for d = 2
and 0 < « < d, there is a constant C,, depending only on « such that

(4.10) [ehqllijw < Co/ll+|2l|*, z€@.

Similarly one has that for d =2 and 0 < a < d, —d < 8 < —a, there is a constant
Cy.5 depending only on a, 8 such that

(4.11) lhq ® hollw < Cap -
The inequality (1.6) follows from (4.10), (4.11) and Theorem 4.1. O

Proof of Theorem 1.2. We observe that by translation invariance of the measure
we only need to take hy = hy = hg, h3 = 7,hg in Theorem 4.1. O
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