STRONG CONVERGENCE TO THE HOMOGENIZED LIMIT OF
PARABOLIC EQUATIONS WITH RANDOM COEFFICIENTS II

JOSEPH G. CONLON AND ARASH FAHIM

ABSTRACT. This paper is concerned with the study of solutions to discrete
parabolic equations in divergence form with random coefficients, and their
convergence to solutions of a homogenized equation. In [11] rate of conver-
gence results in homogenization and estimates on the difference between the
averaged Green’s function and the homogenized Green’s function for random
environments which satisfy a Poincaré inequality were obtained. Here these
results are extended to certain environments in which correlations can have ar-
bitrarily small power law decay. Similar results for discrete elliptic equations
were obtained in [12].

1. INTRODUCTION.

In this paper we continue the study of solutions to divergence form parabolic
equations with random coefficients begun in [11]. In [11] we were concerned with
solutions u(z, t,w) to the equation

ou(z,t,w)
ot
with initial data

(1.2) u(z,0,w) = hiz), z€Z% weq.

Here Z¢ is the d dimensional integer lattice and (€2, F, P) is a probability space
equipped with measure preserving translation operators 7, : 1 =, x € 7t e
R. In (1.1) we take V to be the discrete gradient operator defined by

(1.3) Vo(x) = (Vig(x),... Vad(x)), Vip(x) = oz +e;) — (),

where the vector e; € Z¢ has 1 as the ith coordinate and 0 for the other coordinates,
1 <i<d. Then V is a d dimensional column operator, with adjoint V* which is a
d dimensional row operator. The function a : Q — R¥4+1/2 from Q to the space
of symmetric d X d matrices satisfies the quadratic form inequality

(1.4) My <a(w) < Al, w € €,

where I; is the identity matrix in d dimensions and A, A are positive constants.
One expects that if the translation operators 7, ; are ergodic on 2 then solutions
to the random equation (1.1) converge under diffusive scaling to solutions of a
constant coefficient homogenized equation. Thus suppose f : R — R is a O®
function with compact support and for € satisfying 0 < € < 1 set h(z) = f(ex), = €
Z%, in (1.2), and let u.(z,¢,w) denote the corresponding solution to (1.1) with this
initial data. It has been shown in [27], just assuming ergodicity of the translation

(1.1) = —V*a(r,w)Vu(z, t,w), z€Z% t>0, we,
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operators, that u.(x/e,t/e?,w) converges in probability as ¢ — 0 to a function
Unom (2,1), z € R%, t > 0, which is the solution to a constant coefficient parabolic
PDE

a om at %
(1.5) uhT(x) = —V*apomVtnom(z,t) , x € R?, t>0,
with initial condition
(1.6) Unhom (2,0) = f(x), =z € R? .

The d x d symmetric matrix apom, in (1.5) satisfies the quadratic form inequality
(1.4). Similar results under various ergodic type assumptions on € can be found
in [4, 8, 16, 35]. In time-independent environments the corresponding results for
elliptic equations in divergence form have been proven much earlier -see [25, 26, 34,
38].

In [11] we were concerned with obtaining a rate of convergence for the homog-
enized limit, lim. o u.(z/¢,t/e% W) = Upom(x,t). The corresponding problem for
elliptic equations has been extensively studied, beginning with the seminal work of
Yurinskii [37]. Recent papers on the subject have addressed the issue of obtaining
optimal rates of convergence [19, 20, 28], and include results for fully non-linear el-
liptic equations [6]. Optimal estimates on variances of solutions have been obtained,
but precise results on fluctuations analogous to the central limit theorem have been
proven only in the case of one dimension [2]. In all these papers one must make
a quantitative strong mizing assumption on the environment (£, F, P) in order to
obtain a rate of convergence in homogenization. For the parabolic problem we were
unable to find in the literature any results on rate of convergence in homogeniza-
tion, except for the recent preprint [30] (see also [21]) in which the environment
is fixed in time. In [11] as in [30] our results are restricted to obtaining a rate of
convergence for the mean (u.(z/e,t/e2,-)) of the solution of (1.1) to unom(x,t). We
were able to show that, for certain environments (Q, F, P) satisfying a quantitative
strong mixing condition, there exists a > 0 depending only on d, A/A such that

(1.7) sup  [{ue(z/e,t/e?,) ) — upom(z,t)] < Ce® for 0 <e < 1.
r€eZa >0

In [11] we followed the approach of Naddaf and Spencer [32] to the problem of
obtaining rates of convergence in homogenization by formulating the quantitative
strong mixing assumption on the environment as a Poincaré inequality. Specifically,
consider a measure space (Q,f' ) of time dependent vector fields @ : Z? x R — RF
with the property that the functions ¢ — @(z,t), t € R, are continuous for all
z € Z* and each &(z,t) : Q@ — R* is Borel measurable with respect to the o-
algebra F. For a function G : Q — R the gradient of G is defined in a weak
sense. Thus if A : Z¢ x R — RF is continuous with compact support the directional
derivative d;, G(©) of G(@) in the direction h is defined as the limit

(1.8) dyG(@) = lm[G(@+6h) - G(@)]/3 .

The function dzG(@) : Z¢ x R — RF is then the gradient of G at & if it is Borel
measurable and

(1.9) dG@) = > / Ca dsG(z, ;@) - h(z,t) = [daG(©), R

z€Ze " T
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for all continuous h : Z¢ x R — R* of compact support. In (1.9) we have denoted
by [-,-] the Euclidean inner product on L?(Z¢ x R,R¥). Letting | - || denote the
corresponding Euclidean norm, a probability measure P on (Q F ) is said to satisfy
a Poincaré inequality if there is a constant Kz > 0 such that

(1.10)  Var[G(-)] < Kp(||dsG(@)||3) for all C* functions G : Q — C.

If the translation invariant probability measure Pis Gaussian, then the measure
is determined by the 2-point correlation function I' : Z¢ x R — R* @ R¥ defined
by T(z,t) = { @(z,t)@(0,0)* ), = € Z¢ t € R, where &(-,-) € RF is assumed to
be a column vector and the superscript * denotes adjoint. Defining the Fourier
transform of a function h : Z? x R — C by

(1.11) Z/ dt h(z,t)e® st = ¢ cl-m 7 0 R,

z€Z2

one can easily see that the Poincaré inequality (1.10) holds if and only if I e
L>®([—m, 7] x R). Hence if T is integrable on Z¢ x R then (1.10) holds, but it is
unlikely to hold if I' is not integrable.

In the present paper we shall prove rate of convergence results in homogenization
of the parabolic PDE (1.1) for certain environments that include some Gaussian
environments in which I' is not integrable. To do this we extend the method
introduced in [12] for elliptic PDE in divergence form to the parabolic case. The idea
is to consider environments defined by a(w) = a(w(0,0)) where w : ZIxR — R" is a
translation invariant function of @ : Z¢ x R — R¥*. The gradient of w with respect
to @ is assumed to satisfy a wuniform integrability condition, and the probability
space (Q, F, P) for & to satisfy the Poincaré inequality (1.10).

We define what we mean by the terms used in the previous paragraph. Let
(Q, F, P) be the probability space for w induced by the probability space (Q F, P)
for & and the functional dependence & — w. Translation operators 7, ;, * € Z4t e
R, on Q are defined by 7, ;w(2,8) = w(z + 2,t + 5), 2z € Z% s € R, with a similar
definition of translation on €. The function & — w, which we denote by w(-,-, @)
is translation invariant if

(1.12) Teaw(, @) = w(, -, Ty w) forze ZlteR,meq.

Note that if w is a linear translation invariant function of @ then w is the convolution
of some function b : Z¢ x R — R" @ R* from Z? x R to n x k matrices with @,
(1.13)

w(x,t,0) = h*xo(z,t) Z/ ds h(z —y,t — 8)0(y,s), =€Z%teR.
yeZd
For given z € Z%,t € R we use the notation of (1.9) to write the gradient of the
function w(x,t,-) : @ — R" as dyw(z, s;2,t,0), 2 € Z% s € R, & € Q. The uniform
integrability condition is then that

(1.14) Z / dt lsup |d@w(0,0;x,t,d})|] < (Kug)? < o0

r€Z4 we

for some ¢ with 1 < ¢ < 2. Tt follows from (1.13) that when w is a linear function
of & the condition (1.14) is equivalent to the condition that the function A in (1.13)
is ¢ integrable.
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In [11] we proved that (1.7) holds in the case where (€2, F, P) is the stationary
process associated with a massive Euclidean field theory. This Euclidean field
theory is determined by a potential V : R¢ — R which is a C? uniformly convex
function, and a mass m > 0. Thus the second derivative a(-) = V”(-) of V(-) is
assumed to satisfy the inequality (1.4). Consider functions ¢ : Z¢ x R — R which
we denote as ¢(z,t) where x lies on the integer lattice Z? and t on the real line R.
Let  be the space of all such functions which have the property that for each z € Z¢
the function ¢t — ¢(z,t) on R is continuous, and F be the Borel algebra generated
by finite dimensional rectangles {¢(-,-) € Q : |d(xs,t;) —a;| < 7y @ = 1,..,N},
where (z;,t;) € Z* xR, a; € R, 7, >0, i=1,..,N, N > 1. For any d > 1
and m > 0 one can define [9, 17] a unique ergodic translation invariant probability
measure P, on (£, F) which depends on the function V' and m. In this measure the
variables ¢(z,t), * € Z%,t > 0, conditioned on the variables ¢(z,0), = € Z9, are
determined as solutions of the infinite dimensional stochastic differential equation

(1.15)
0

dd)(xat) = 7% x/eZZd %{V(ng)(x’,t))+m2¢(x’,t)2/2} dt+dB(Iat) ) T e Zdvt > Oa

where B(x,-), * € Z% are independent copies of Brownian motion. Formally
the invariant measure for the Markov process (1.15) is the Euclidean field theory
measure

(1.16) exp | — Z V (Vo(z)) +m?¢(z)?/2 H d¢(z) /normalization.

z€Z4 z€Z?

Hence if the variables ¢(x,0), x € Z¢, have distribution determined by (1.16), then
o(-,t), t > 0, is a stationary process and so can be extended to all t € R to yield
a measure P, on (Q,F). The probability space (Q, F, P,,) satisfies the Poincaré
inequality (1.10) with constant Kp, = 4/m*. In [11] we conclude from this that
the inequality (1.7) holds provided a(w) = a(4(0,0)), where & : R — R4+1)/2 js
assumed to be a C! function satisfying (1.4) and || Da(-)||oc < oo

Let (€, F,P) be a probability space for which the Poincaré inequality (1.10)
holds, and @ — w a function which satisfies the translation invariant condition
(1.12) and the uniform integrability condition (1.14) for some ¢ with 1 < ¢ < 2.
Our goal in the current paper is to show that the inequality (1.7) holds for the
environment (Q, F, P) of w € Q where a(w) = a(w(0,0)) and a: R — RU+1/2 g 5
C* function satisfying (1.4) and || Da(+)|l~ < oo. Rather than attempt to formulate
a general theorem for such environments, we shall only rigorously prove that (1.7)
holds for certain limits of the probability spaces (2, F, Py,) defined by (1.15), (1.16)
as m — 0. In §2 we indicate the generality of our argument by showing that the
proof of Proposition 6.3 of [11] formally extends to the environment (2, F, P).

From (1.15) we see that the stationary process w(-,-) = ¢(+,) is a translation
invariant function of the white noise stationary process @(-,-) = dB(:,-). It is
well known that the white noise process satisfies a Poincaré inequality (1.10) with
Kz = 1. Consider now the terminal value problem for the backwards in time
parabolic PDE

ou(z, s) 1

(1.17) e = §V*V”(V¢(z, 8)Vu(z,s), s<t zecZ
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’(L(Z,t) = ’LLO(Z), z € Zda
with solution
(1.18) u(z,8) = Z G(z,82,t, d)up(x) , s<t,zecZ
xzeZd

We see from [11] that the gradient of w(x,t) = ¢(z,t), x € Z¢,t € R, with respect
to @ should be given by the formula

(1.19) dew(z, s;2,t,0) = e_mQ(t_s)/QG(z, s;x,t, ) for s <t,
dow(z, s;z,t,0) = 0 fors>t, zeZd

In [18] a discrete version of the Aronson inequality [1] was proven in the case when
the diffusion matrix V"(-) for (1.17) is diagonal. In particular it was shown that
there is a positive constant C' depending only on d, A/ such that

C

|z — 2|
A(t—s)+ 142 “P |

At —s)+1

Hence (1.19), (1.20) imply that the uniform integrability condition (1.14) holds
for any ¢ with ¢ > 1+ 2/d and the bound on the RHS of (1.14) can be taken
independent of m as m — 0. Hence if d > 3 the condition (1.14) holds in the limit
m — 0 for some ¢ with 1 < ¢ < 2.

It has been shown by Funaki and Spohn [17] (see also [9]) that if d > 3 then there
is a unique limit as m — 0 of the stationary process defined by (1.15), (1.16). In
§3 we shall extend the rate of convergence results in homogenization of (1.1), (1.2)
obtained in [11] for the massive field stationary process (1.15), (1.16) with m > 0
to this massless m — 0 stationary process. In particular we prove the following:

Theorem 1.1. Let V : R? — R be a C? function such that V''(z), z € RY, is
a diagonal d x d matriz which satisfies the quadratic form inequality (1.4) with
a(-) = V"(:). Leta: R — R¥HTV/2 pe g C function on R with values in the
space of symmetric d X d matrices which satisfies the quadratic form inequality
(1.4) and has bounded first deriwative Da(-) so ||Da()||cc < oc0. For d > 3 let
(Q,F, P) be the probability space of the stationary process ¢(-,-) determined by the
limit as m — 0 of the stationary process defined by (1.15), (1.16), and set a(-)
in (1.1) to be a(¢) = a(4(0,0)), ¢ € Q. Let f: R* = R be a C* function of
compact support, us(x,t,w) the corresponding solution to (1.1), (1.2) with h(z) =
fex), x € Z9, and unom(z,t), = € Rt > 0, the solution to (1.5), (1.6). Then
there is a constant o > 0 depending only on d,A/X\ and a constant C' depending
only on d, A, \, || Da(")||oo, f(+) such that (1.7) holds.

Remark 1. The exponent o > 0 in (1.7) can be taken equal to 1 if d > 5 and
the ratio \/A is sufficiently close to 1. In [11] the matriz V" (-) is not required to
be diagonal since we use the fact that the Poincaré inequality (1.10) holds for the
masswe field stationary process. In the Gaussian case where V(-) is quadratic (1.7)
also holds without the restriction that V" (-) be diagonal. This follows from the fact
that a bound on the Green’s function defined by (1.18) similar to (1.20) holds in
this case. Another way of seeing it is to note that the field ¢(-,-) is a linear trans-
lation invariant function of another field &(-,-) as in (1.13) with probability space
which does satisfy a Poincaré inequality. This property of ¢(-,-), being the convo-
lution of a function with another field whose probability space satisfies a Poincaré

(120)  0< G(z,8m3,t,¢) <
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inequality, does not seem to generalize to the case of uniformly conver V(-) which
is not quadratic. One reason for this is that the measure for the stationary process
¢(-,-) associated with (1.15), (1.16) appears to be log concave in ¢(-,-) only in the
Gaussian case when V(-) is quadratic (see Appendiz). In contrast, the invariant
measure (1.16) for the stationary process is easily seen to be log concave when V()
is convex. Hence the Brascamp-Lieb inequality [3] implies that a Poincaré inequal-
ity holds for the gradient V¢(-) of the invariant measure field ¢(-) of (1.16) if V(-)
is uniformly convez (see [13]) .

Parallel to [11] we also establish for the massless field stationary process point-
wise convergence at large length scales of the averaged Green’s function for the
initial value problem (1.1), (1.2) to the homogenized Green’s function for the initial
value problem (1.5), (1.6). The averaged Green’s function Ga(z,t), € Z¢,t > 0,
for (1.1), (1.2) is defined by Ga(x,t) = ( u(z,t,-) ), where h(:) in (1.2) is the
Kronecker delta function h(z) = 0 if x # 0 and h(0) = 1.

Theorem 1.2. With the same environment as in the statement of Theorem 1.1,
let Ga,,.(2,t), © € R4t > 0, be the Green’s function for the homogenized prob-
lem (1.5), (1.6). Then there are constants o,y > 0 depending only on d and
the ratio A/ of the constants A\, A of (1.4), and a constant C depending only on
1Da()||oos Ay A, d such that for At > 1,

C ) |z|?
. al\d, - Yapom \M S - ) ’
(1.21) |Ga(z,t) — Gapo (@, 1) TXESNCETE exp{ fymm{|:c Al

(1.22)

c . |z[?
|VGa(m,t)—VGahom(x,t)‘ < At 1T exp [—7m1n{|x|, At—HH ,

(1.23)
C . |z|?
’VVGa(x, t)—VVGa,., (, t)’ < TERCE=TE exp |—ymin{ |z, Al .

The limit as m — 0 of the invariant measure (1.16) is a probability measure on
gradient fields w : Z¢ — R?, where formally w(z) = V¢(z), = € Z%. This massless
field theory measure is ergodic with respect to translation operators [9, 17| for all
d > 1. In the case d = 1 it has a simple structure since then the variables w(x), = €
Z, are ii.d. Note that in the probability space (2, F, P) for the massless field
theory, the Borel algebra F is generated by the intersection of finite dimensional
rectangles and the hyperplanes imposing the gradient constraints for w(-). For
d > 3 the gradient field theory measure induces a measure on fields ¢ : Z¢ — R
which is simply the limit of the measures (1.16) as m — 0. For d = 1,2 the m — 0
limit of the measures (1.16) on fields ¢ : Z¢ — R does not exist. Naddaf and
Spencer showed in [31] that the 2-point correlation function for the massless field
can be represented via the Helffer-Sjostrand formula [22] as the expectation value
of a Green’s function for a divergence form PDE with random coefficients. Using
this fact and techniques of homogenization theory they were able to prove that
averages of the function x — ( ¢(x)¢(0) ) over large length scales converge to the
solution of a constant coefficient elliptic PDE

(1.24) V*apom Vunom(z) = f(z), =z € RY .

Using the techniques of the current paper we obtain a convergence theorem for the
correlation function ( ¢(x)$(0) ) which is pointwise in x:
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Theorem 1.3. Let V : RY — R be a C? function such that V"' (z), z € RY, is
a diagonal d x d matriz which satisfies the quadratic form inequality (1.4) with
a(-) = V'(:) and also ||[V"()||eo < 00. Let Ga,, (7), * € R% be the Green’s
function for the Naddaf-Spencer PDE (1.24), and {-) denote the massless field theory
measure for the m — 0 limit of (1.16). Then for d > 2 there is a constant o > 0
depending only on d and the ratio A/ X of the constants X\, A of (1.2), and a constant
C depending only on |[V"' ()]s, A, N, d such that for x € Z¢ — {0},

(1.25) | ( 6(@)6(0) ) = Gayon (@) | < Cffaf®72F
(1.26) | (Vo(@)$(0) ) = VGay,,,(2) | < Oflz|*71Fe
(1.27) | (VV*6(2)$(0) ) = VV*Gay,, (2) | < Cfz]*Fe .

Remark 2. Note that both terms { ¢(x)$(0) ) and Ga,,,, (z) on the LHS of (1.25)
are divergent in dimension d = 2. However the difference suitably defined is finite.
The exponent o > 0 can be taken arbitrarily close to 1 by choosing A/ A sufficiently
close to 1.

In the case when V(z) = |2]?/2 + aZ?:l coszj, z € R% the m — 0 prob-
ability measure (1.16) describes the dual representation of a gas of lattice dipoles
with activity a (see [5]). The inequality (1.25) was proven by Dimock and Hurd
(Theorem 2 of [15]) for a continuous space version of the dipole gas under the as-
sumption that the activity a is sufficiently small. It is not possible to obtain from
the renormalization group method they use a reasonable estimate on the value of
a for which their theorem holds.

2. VARIANCE ESTIMATE ON THE SOLUTION TO A PDE oON Q

We recall some definitions from [11]. For ¢ € R and 1 < j < d we define the ¢
derivative of a measurable function v : 8 — C in the j direction by 0;¢, and its
adjoint by 07 ., where

(2.1) Ojeb(w) = e TY(1e; 0 w) — P(w),
Fep(w) = €P(T g0 w) — P(w).
We also define a d dimensional column ¢ gradient operator 0¢ by 0¢ = (O1¢, ..., Oa.¢ ),

which has adjoint 9; given by the row operator J; = (6’1*75, vy 8;’5). The time de-
rivative of ¢ is defined by

(2.2) M(w) = lim[ip(rw) = P(w)]/4 .

§—0

Let H(Q) be the Hilbert space of measurable functions ¥ : Q — C? with norm
1 ¥]|3(q2) given by ”\II”%%(Q) = ( |¥(-)|2 ), where | - | is the Euclidean norm on C<.

Then there is a unique row vector solution ®(§,n,w) = (<I>1(f, N,W), ..., Pa(&, n,w))
to the equation

(2.3) [n+0]1®(¢,n,w) + fa(w)de®(¢, nw) = —Ofa(w), n>0, E€ERY, weQ,

such that ®(&,7m,-)v € L2(Q) for any v € C%. Furthermore ®(¢,n,-)v € L3(9)
satisfies the inequality

(2.4) @& n, ol L) + MO n. JvllFya) < APP/A.
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Letting P denote the projection orthogonal to the constant function, our general-
ization of Proposition 6.3 of [11] is as follows:

Proposition 2.1. Suppose a(-) in (2.3) is given by a(w) = a(w(0,0)) where a :
R" — RYHD/2 s o CV d x d symmetric matriz valued function satisfying the
quadratic form inequality (1.4) and | Da(-)|s < 0o. The random fieldw : Z* xR —
R" is a translation invariant function of a random field & : Z¢ x R — RF which
satisfies the uniform integrability condition (1.14) for some q with 1 < q < 2. The
probability space (Q,]}, 15) of fields & : Z¢% x R — R* is assumed to satisfy the
Poincaré inequality (1.10). Then there exists qo < 2 depending only on d, A/ such
that if qo < ¢ <2 and g € LP(Z? x R, C?® C?%) with p = 2q/(3q — 2) the inequality
(2.5)
o0 CKY*|Da(")||o|v
||P Z / dt g(myt)agq)(gan,Tz,—t')U”H(Q) < Lt || A ( )H | |Kw7quHp , vVE Cda
zeZd” T

holds for a constant C depending only on d,n,k, A/, qo.

Proof. From (1.10) we have that

26) Py / dt g, O0B(E,m, 72— 1)0 i

r€Zd”
2
oo a oo
< Kp Z [mds < (2, —9) Z [Wdt 9(x, )0 P(E, 1, T~ )V > .

2€Z4 reZd 9
From the chain rule we see that
(2.7)
L@ DN, T ')V = Z /00 dt’ L@ D&, 0, T 1)V | dpw(z, —s;y,t, @)
ad)(z,fs) (3 s Iy T, —t - aw(y,t’) 3 s Iy T, —t @ ) y s by .

yeZd "

Next we do a translation of the functions on the RHS of (2.7). Translation of a
function G : Q — C through (z,t) € Z? x R is defined by 7, ;G(&) = G(1,.40), & €
Q. For a function G :  — C there are two possible notions of translation through
(x,t), the first being given by 7, ,G(w) = G(7w), w € . Since w is a function
of @ € Q we can also define translation through (z,t) by regarding G : Q — C as
a function on Q and doing the translation on Q. It follows from the translation
invariance property (1.12) that both of these notions are the same. Now using the

translation invariance of the probability measure P on Q we conclude from (2.6),
(2.7) that

e9) 1PY [ dr gt ol < Kp S [ ds
rcZd T 2ezd Y TP
2

o0 (o] a _
< Z /oodt g(z,t) Z /Oodt’ [rz,swagé(g,n,r$7t-)u} T, sdpw(z, —s;y,t', @) > .

T€ZI " T ycZdw 9



STRONG CONVERGENCE 11 9
We define a function u : Z¢ x R x Q — C* by
(2.9)

u(z,s,0) = e ¢ Z/ dt’ [du®(y,t'; 6,1, 72 —sw)v] dow(0,0; y + 2, — 5,0) ,
yeZa >

where d,®(-;&,n,w)v : Z¢ x R — C™ is the gradient of ®(¢,7n,w)v with respect to
w € Q. Observe now from (1.12) that

(210) d&)w(zv 75;y7t/7d}) = &U(Za,—s)w(y,t’,(b) =
0
mw(y — Z7t’ + 8Tz —s d}) = da)w(o,o;y _ Z,t/ 8Ty (I)) -
Hence we have that
(2.11)
o gz: /-oo “ [“’Saw(jtf)q)(g’”’”vt W) | Tz sdpw(z, =83y, 1, @) =
y

elz=a)¢ Z / dt' [d,®(y — x, ' + 66,1, Toe s s—t w)V] dow(0,0;y—2, ' +s,0) =
yezd ¥~

DY / dt' [du®(y,t';6,1, To—z st w)V] dow(0,0;y + & — 2,t' + 5 — t,@)
yezdw T

= u(zx —2z,t—s,0) .

It follows from (2.11) that (2.8) can be rewritten as

(212) [P Y / 0t g, 00D (E, 1,710y <

<y AR
o0 o0
K5 Z / ds (| Z / dt g(amt)ei(w_z){Vu(x —zt—s,)]3).
2€Zd Y T zeZd Y T

In [11] we defined the ¢ derivative of a measurable function 1 : Z? x R x Q — C
in the j direction by Dj¢, and its adjoint by D7 ., where

(2.13) Dje(z, tiw) = e "z — ey, t;Te,w) — (2,8 w),
Diep(z,w) = €+ ej, 1 Toe,w) — Y(x, tiw).

The corresponding d dimensional column & gradient operator D¢ is then given by
D¢ = (Digy..rs Dag), and it has adjoint D} given by the row operator D =
(DI gseees Djl,&). We also defined the time derivative Dy of 1 : Z¢ x R x Q — C by

(2.14) Doth(ar, t0) = (e, t = 8;70,50) — 0,6 ))/5

We see from (2.1), (2.2) that these operators satisfy the identities

0
2.1 _9 _ , - 0
(2.15) 9o(s.D Oerp(w) cdo(y, tiw), yeZite RweQ,
’ (w) = Doduti(y,tiw), yeZ'teR,we,

Ow(y,t)
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for differentiable functions ¥ : 2 — C. A similar relationship holds for the adjoints
0¢,D¢. Hence on taking the gradient of equation (2.3) with respect to w(:) we
conclude from (2.15) that

(2.16)  [n+ Do) du®(y,t';€,m,w)v + Dia(w(0,0))De du®(y,t';€,n,w)v
= —D{[ d(y,t")Da(w(0,0)){v + 0 (&, n, w)v}] fory € Zt cR,weq.
Evidently (2.16) holds with w € Q replaced by 7, _sw for any z € Z%,s € R. We
now multiply (2.16) with 7, _sw in place of w on the right by e=%*¢dzw(0,0;y +

z,t' — 5,@), sum with respect to y € Z? and integrate with respect to ¢’ € R. It
then follows from (2.9), (2.16) that

~ Ou(z,8,0)

ds
where the function f : Z¢ x R x Q — C?% ® CF is given by the formula

(217) nu(z,s,o) + V*a(w(z, —s))Vu(z, s,0) = =V f(z,5,0),

(2.18) f(z,5,&) = Da(w(z, —s)){v+0:®(&,n, 7o sw)v}e #dsw(0,0; 2, —s,@) .

For any 1 < ¢ < oo we consider the function f as a mapping f : Z¢x R —
L?(Q,C? ® CF) with norm defined by

(2.19) iz = ¥ / at' || £yt IS

yeZa "

where || f(y,t',-)|l2 is the norm of f(y,t':) € L*(Q,C% ® C*). Now from (2.4) it
follows that d:®(&,n,-)v € H() and [|0:P(&,n, )v|ln@) < Alv[/A. Hence if the
inequality (1.14) holds then the function f is in LI(Z% x R, L?(Q, C% @ C¥)) and
Il fllg < IDA(")]|oo (1 +A/X)|v| Ky q. We see from (2.17) that in the case ¢ = 2 then
Vu is also in L?(Z% x R, L*(Q,C% ® CF)) and ||Vuls < ||f]l2/X. It follows now
from (2.12) that (2.5) holds with ¢ =2 and p = 1.

To prove the inequality for some p > 1 we use the parabolic version of Meyer’s
theorem [29]. We note that just as the Calderon-Zygmund theorem applies to
functions with range in a Hilbert space [36], Jone’s theorem for parabolic multipliers
[23] also applies to functions with range in a Hilbert space (see [11]). We conclude
that there exists go depending only on d, A/ with 1 < gy < 2 such that if || f||; < oo
for any ¢ satisfying qo < ¢ < 2 then ||[Vull, < 2|/f|lq/A. Assume now that (1.14)
holds for some ¢ in the interval ¢qp < ¢ < 2. Then by Young’s inequality for
convolutions we see from (2.12) that (2.5) holds with p = 2¢/(3¢ — 2). O

3. PROOF OF THEOREM 1.1 AND THEOREM 1.2

The basic approach of [11] is to use the fact that the solution to (1.1) can be
expressed by a Fourier inversion formula. For n € C denote its real part by ftn € R
and its imaginary part by Sn € R so that n = $n + iSQn, and similarly denote the
real and imaginary parts of ¢ € C? by R¢, 3¢ € RY whence &€ = RE + 3¢ We
consider solutions to the equation
(3.1)

[+ 0]®(¢,n,w) + Poa(w)d:®(§,n,w) = —Pdia(w), Rn>0, e RY, weq.
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As with (2.3) there exists a unique solution to (3.1) such that ®(&,n,-)v € L?(Q)
for any v € C¢. Furthermore ®(&,n,-)v € L?(Q) satisfies the inequality

(3:2) R @€, 1, JvllZ2 () + MOe®(E n, Joll3ya) < A%ol/A-
If &€ = 0 the solution ®(&,n,w) to (2.3) has zero mean so ( ®(0,7,-) ) = 0. Hence
the solutions to (2.3), (3.1) coincide if ¢ = 0 but are in general different. For ¢ € R¢

and 1 € C with R®n > 0 let e(¢) € C be the vector (&) = 9¢1 and ¢(&,n) be the
d x d matrix

(3-3) q(&mn) = (a()) +{(a()0®e(&n,;-) ),

where @ (£, n,w) is the solution to (3.1). The solution to (1.1), (1.2) is shown in [10]
to be given by the formula
(3.4)

B 1 S ﬁ(g)efiﬁ.:rknt e 3
uln ) = oy /[m]d [m R T

If the environment (2, F, P) is ergodic then the limit lim, 0 ¢(0,7) = apom ex-
ists, and apem is the diffusion matrix for the homogenized equation (1.5). Let

Ga(&,n), € € [=m, %, Ry > 0, be the Fourier-Laplace transform of the averaged
Green’s function Gu(w,t), x € Z%,t > 0, for (1.1), (1.2) defined by

(3.5) Calern) = / Tt Galest)expliat — ]

0 z€Z?

It follows from (3.4) that G (&,7) is given by the formula

(3.6)  Gal&n) = 1/[n+e©)*q(&n)e(©)] for & € [—m, 7" Ry > 0.

In [11] it was shown (see especially §3 and Theorem 4.2 of [11]) that Theorem 1.1
and Theorem 1.2 are consequences of the following:

Hypothesis 3.1. For ¢ € C¢, n € C there exist positive constants C; and o < 1
depending only on d and A/X, such the function q(&,n), ¢ € RY, Rn > 0, has an
analytic continuation to the region || < C1y/Rn/A, 0 < Ry < A, and

(3.7) Nla€.n) —a€mll < OA[ I =&+ 16 —m)/a1 |
0<Rn< Ry <A, ¢,¢eC¥with [I¢], |S¢]| < Cr1y/Rn/A
where C is a constant depending on the environment and the function a(-).

Here we shall prove that Hypothesis 3.1 holds for the massless field theory envi-
ronment (2, F, P) of Theorem 1.1. To do this we recall some operators defined in
[11]. For any g € H(Q), let ¥(£,n,w) be the solution to the equation

1 X *

(38) K[n + 5]¢(5777»°J) + 85851/1(577’70‘)) = 859(0‘})» §R”7 > 07 g € Rd7 w e .
The operator T, on H(RQ) is defined by T¢ ,g(-) = dep(&,m,-). Let G(z,t), z €
Ze, t > 0, be the solution to the initial value problem

OG (x,t)

(3.9) —

+V*'VG(z,t) = 0, z€Z t>0,
G(x,0) = 6(z), zcZ.
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It is well known that there exist positive constants C,~y depending only on d such
that G satisfies the inequality

(3.10)  G(z,t) + (t+ DYAVG(z, )| + (t + 1)|[VV*G(x, 1))

C ] |Jj‘2 d
< mexp —~ymin < |z, —— , forxzeZ® t>0.

The operator T¢ , is also given by the formula

(3.11) Teng(w) = A e " dt Z {VV*G(z,At)}" exp|—iz.£] g(Ts,—tw) .
0 z€Z4

It easily follows from (3.8) that T , is a bounded operator on H(£2) with || T ,[|3 () <
1 provided ¢ € R% Ry > 0. Furthermore by Lemma 2.1 of [11] the function
(&mn) — Te,y from R¢ x R to the Banach space of bounded linear operators on
H(€2) has an analytic continuation to a strip 0 < Rn < A, |3¢| < Cy/Rn/A where
C is a constant depending only on d.

Let b be the d x d matrix valued function b(w) = I; — a(w)/A, w € Q, whence
(1.4) implies the quadratic form inequality 0 < b(-) < (1 — A/A)I4. It is easy to
see from (3.3) that

(3.12) q&.n) = AZ ) [PTe b()]™ ) .

We consider ¢ € C%,n € C with ¢ having fixed imaginary part, n having fixed
positive real part, and satisfying the conditions of Hypothesis 3.1. For k = 1,2, ..,
we define an operator T}, g¢ %y, from functions g : Z¢ x R — C% ® C? to periodic
functions Ty gemy g [-m, 74 x R x Q — C?® C4 by

(3.13)  Thaemry 9(RESn.) = / dt g(z, )70~ Pb() [PTe b ()] "
z€Zd” T

where ¢ = RE+iSE, = Rn+iSnin (3.13). For 1 < p < oo let LP(ZYx R, C?@C?)

be the Banach space of d x d matrix valued functions g : Z¢ x R — C? ® C? with

norm ||g|/, defined by

(3.14) ngg— S Z/ dt |g(x, t)v
€z

4:lo|=1

where |g(x,t)v|y is the Euclidean norm of the vector g(x,t)v € C?. We similarly
define the space L= ([-7,7]? x R x Q,C¢ ® C?) of d x d matrix valued functions
g:[-m 7?4 x R xQ— C?® C? with norm ||g||o defined by

(3.15) [9lloc = sup [ sup lg(¢, 0, vl
veC:|v|=1 | (€[-m,7]¢,0eR

Since [|Te nll3 () < 1if € € R%, Ry > 0 it follows from (3.13), (3.14) that if S¢ =0
then T} ¢ %y is a bounded operator from L' (Z¢x R, C?®C?) to L*°([—m, m]*x R x
Q,C%® C?) with norm || Tk s¢,5y /1,00 < (1 — A/A)¥. In the next section we show
that T ge 5y is a bounded operator from LP(Z¢ x R,C? ® C?) to L>°([—, n]? x
R x Q,C?® CY) for some p > 1 in the case of the environment of Theorem 1.1 and
estimate its norm ||Tk g¢,%nllp,0o- I particular we prove:
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Lemma 3.1. Let (Q, F, P) be an environment of massless fields ¢ : Z* x R — R
with d > 3, and a : R — RAA+1)/2 pe gs in the statement of Theorem 1.1. Set
a(¢) = a(¢(0,0)), ¢ € Q. Then there exists po(A/X) with 1 < po(A/N) < 2
depending only on d and A/, and positive constants Cy(A/N), Co(A/N) depending
only on d and A/X such that for 0 < fn < A, |S¢] < C1(A/A)/Rn/A,

(3.16)
Co(A/ N k|| Da(+)| eo _ _
Tesemallpe < POLIMDAONee (3 nynrefy o cofsef? /a1

provided 1 < p < po(A/N).

1

To complete this section we show how Lemma 3.1 implies that Hypothesis 3.1
holds.

Proof of Hypothesis 3.1. We assume that (£,7) and (¢/,n') are as in the statement
of Hypothesis 3.1. Let g : Z¢ x R — C% ® C? be the function defined by

(3.17) gz, t) = A{VV*G(z, At)}* e &1 _ A(VV*G(x, At)}* e @&
where the Green’s function G(-,-) is defined by (3.9). It follows from (3.11), (3.12)
and Lemma 2.1 of [11] that the constant C; > 0 in (3.7) can be chosen depending

only on d and A/ so that
(3.18)

g€ ) =g(&moll < CoA> T se wng(RE, Sn, ollagey  for [S€], S| < C1v/Rn/A,
k=1

where C5 is a constant depending only on d, A/A. We can see from (3.10) that there

is a constant C7 depending only on d such that if | S|, |S¢'| < C1/Rn/A then the

function g is in LP(Z? x R, C?¢ ® C?) for any p > 1. Furthermore if 0 < a < 1 and

p > (d+2)/(d+ 2 — «) then ||g||, satisfies the inequality

(3.19) lglly < CpA=YPLIE —€|* + (0" =) /A" ],
where the constant C), depends only on d,p. The Holder continuity (3.7) for suffi-
ciently small o > 0 follows from (3.18), (3.19) and Lemma 3.1. O

4. PROOF OF LEMMA 3.1

In [11] we proved that the operator Ty g¢ %y, of (3.13) is for some p in the range
1 < p < po(A/N) a bounded operator from LP(Z? x R, C? ® C?) to L>([—m, 7]¢ x
R x Q,C?® C?) if the environment (2, F, P) is the stationary process for the SDE
(1.15) with m > 0. Here we take an alternative approach to proving this result
which will allow us to study the m — 0 limit of ||Tk g¢ 30 |lp,0o- We first establish
an inequality for periodic fields ¢ : Q@ — R on cubes Q C Z¢, and then show that
we can let Q — Z? since our estimates are independent of ). Let L be an even
integer and Q = Q. denote the lattice points of Z% contained in the cube of length
L centered at the origin. In the following we identify all points z,y € @ with
x —y = Ley, for some k, 1 <k <d.

As in [11] the Malliavin calculus [7, 33] is the main tool we use to prove Lemma
3.1. We assume that V : R? — R is a C? uniformly convex function such that
a(-) = V’(-) satisfies (1.4) and m > 0. Letting B(z,-), z € @, be independent
copies of Brownian motion, then the SDE initial value problem
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(4.1) dé(x,t) = _&jﬁst) Z %{V(ng(x’,t))+m2¢(3:’7t)2/2} dt + dB(z,t)
’ z'eqQ

forz € Q,t >0, with ¢(z,0) = 0 for z € Q,

has a unique periodic solution ¢(z,t), = € @,t > 0, which is continuous in ¢ > 0
with probability 1. We denote the function ¢ corresponding to a particular realiza-
tion @ of the white noise process dB(-,-) as ¢(@). Let (Qg mal, FQ Mal, Po,Mal) be
the Malliavin probability space associated with the Brownian motions B(z,-), = €
Q. We denote the Malliavin derivative of a function G : Qg ma — C at a point
@ € Qg Mal by DvailG(z,t;0), € Q,t > 0. It is well known (see [7] Theorem 5.4)
that the Poincaré inequality (1.10) holds for (¢ a1, FQ ,Mal, Po Mal) With constant
Kz = 1. Thus we have that

(42) Var[G()] < <||DMa1G(’d))H§ >QQ,Ma1

where || - ||2 is the Euclidean norm in L?(Q x R¥).
Let ¢ : Z¢ x R — R be continuous and consider the terminal value problem for
the backwards in time parabolic PDE

0 1
(4.3) % = §V*V”(V¢>(y7 s))Vu(y,s), s<tyez
U(y,t) = uo(y), RS Zda
with solution
(4.4) uly,s) = Y Gy s, t,dug(z) , s<tyez”

VAl

It is easy to see that if ug(-) € L2(Z%) then u(-,s) € L?(Z¢) for s < t and
lu(-, )l 2(zay < l|uo(+)||L2(z¢). The function G satisfies

(4.5) Z Gy, s;z,t,¢) = 1forye Z4, Z Gy, s;x,t,¢) = 1 for x e Z,

reZd yeZd

and is non-negative if V' (+) is diagonal. In that case the function x — G(y, s; x, t, ¢),
77, is the pdf for the position at time ¢ of a continuous time random walk started
at y at time s. If ¢ : @ x R — R is periodic we can extend it to a periodic function
¢:Z% xR — R. Let up : Q — R be periodic and extend it to a periodic function
ug : Z% — R. Then the solution to the periodic terminal value problem (4.3) is
given by

(4.6) uly,s) = Y Goly,siz.t.d)ug(x), s<tyeq,
z€EQ
where G is the periodic Green’s function
(4.7) Goly, s;z,t) = Z Gy, s;2+ Ln,t,¢), s<t, z,ycZ’
nezd
It was shown in [11] that the Malliavin derivative of ¢(z,t,0), = € Q,t > 0, is
given by the formula
(4.8) Dyvard(y, 32, t,0) = e_m2(t_3)/2GQ(y, s;x,t,9(@)) for 0 < s <t
Dya1d(y, s;z,t,0) = 0 fors>t, yeQ.

S
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The solution to (4.3) can be written in a perturbation expansion by setting
V"(z) = A[I; — by (2)], z € R%, where 0 < by () < (1 — A/A)I; in the quadratic
form sense. Then

oo

(4.9) u(y,s) = Y un(y,s), yez’s<t,
n=0

where g (y, ) is the solution to the terminal value problem
0 , A

(4.10) M = =V'Vuy(y,s), s<tye yAS
0Os 2
UO(yat) = UQ(y), yE Zda

and the u,(y,s), n=1,2,.., solutions to the terminal value problems

(4.11)
Oun(y, 8) A

ds ) [V*Vun(y, 5) — V*Bv(ng(y,s))Vun_l(y,s)} , s<tyeZ
Un(y,t) — 07 Yy e Zd.

It follows from (3.9) that

(4.12) uo(y,s) = Z Gy — 2, At —s)/2)uo(z), ye€ Z4 s < t.
z€Z4
Similarly we have that for n > 1,
(4.13)
t—r
un(z,7) = Z / ds VG(y,AS/Q)BV(V¢(z+y,r—i—s))Vun,l(z—i—y,r—l—s) zeZlr<t.
0

yeZ

If we set ug in (4.3) to be given by ug(y) = §(y — ), y € Z%, then the perturbation
expansion (4.9) yields a perturbation expansion for the Green’s function,

(4'14) G(y’ S;x’t7 d)) = ZGn(y7 S;m7 t’ ¢) b
n=0
where the G,, are multilinear in by of degree n. By choosing ug(y) = Y oneza 0y —

r—nlL), y € Z%, we obtain a similar perturbation expansion for the periodic Green’s
function

(4.15) Goly.s;2,t,0) = Y Gno(y,siz,t,¢) .

n=0

Next we consider the inhomogeneous problem

ou(y, s 1.,
@) 20 ey (Ve ) Vul.s) - fw.5), s Ryt
: _ d
slgpoo u(y,s) - 0; Y €Z".

Let f: Z?x R — C be a continuous function such that [*_dt || f(-,t)||p2(ze) < 0.
From Duhamel’s formula we see that the solution to (4.16) is given by

(4.17) u(y,s) = Z /OO dt Gy, s;z,t,¢)f(z,t), seR,ye 7.

r€Z4
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We can similarly consider the inhomogeneous periodic problem where f: Q@ x R —
C is assumed periodic and we extend it to a periodic function f : Z¢ x R — C.
The solution to (4.16) is then periodic and is given by the formula

| Tt Goly, st 0)fat) . seRyye Q.
zeEQYS

Lemma 4.1. Assume g:Z? x R — C is in L*(Z% x R) and define for m > 0 the
function v : Z% x R — C by

(4.19) v(y,s) = Z dt eme(tfs)/QG(y,s;x,t,¢)g(x,t) , sc€R,yecz’
z€Zd "’

Then v is also in L*(Z* x R) and ||v(-,")||2zaxr) < 2m~2[lg(-,-) || 2(zaxr)- Cor-

responding to the perturbation expansion (4.14) the function v can be written as a

sum

oo
1 n
(4.20) v = Zvn where an('v')”LQ(deR) < W(l—/\/A) Hg("')HL?(zde) .

n=0
Proof. Tt follows from (4.16) that v satisfies

m

a2 |- ) = STV Te05) - gl

Multiplying (4.21) by v(y, s), summing over y € Z¢ and integrating with respect to
s in the interval —T < s < T we see that

(4.22)
m’ ! d 2 o1 )2 Y2 4R ! d
QEZ;/_T slo(y, s)* < 2gzjd{lv(y, )2 = vy, —T)[*}+ ygzzd/_T s v(y,$)g(y, s)

Now from (4.19) we have that for s € R,
o0 2
@23) ooz < [Pl + Oz de
0

1 o 1/2
2
< L [T atlats + 0l |

Since g € L?(Z% x R) it follows that the last expression on the RHS of (4.23)
vanishes as s — oo, whence limr o [[v(,T)| 2(z¢) = 0. We similarly conclude
that limp oo [[0(-, =T)[|L2(zay = 0. Letting T' — oo in (4.22) and using the Schwarz
inequality we see that if g € L?(Z? x R) then v is also in L?(Z? x R) and their
norms are related as stated.

To prove (4.20) we observe that

0 m?

(1.24) e | ts) = 5V Tunlo.s) gl

and that for n > 1,

0 m

2 A .
(429) | = | oaln) = 5 [V Vonles) = 9 Bu(Toly. ) V0,1 (300
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Arguing as in the previous paragraph we see from (4.24) that

m? A 1
(4.26) T”UO(H')”ZLQ(deR) +§\|VU0('a')H%2(zde,cd) < W”SJ(H')H%Z(deR) :

Similarly we have from (4.25) that for n > 1,
(4.27)
2

m A
7||Un('a')H%Z(zde)"‘Zvan('a')H2L2(zde7cd) < Z(l—)\/A)QHVUnfl("‘)||%2(zde7cd)-

=

The inequality in (4.20) easily follows from (4.26), (4.27). O

Remark 3. The result of Lemma 4.1 holds if Z% is replaced by a periodic cube Q
with the Green’s function G replaced by the periodic Green’s function Gg of (4.7)
with perturbation expansion (4.15).

In [11] we considered vector valued functions F(¢) of fields ¢ : Z¢ x R — R
and defined the field derivative of F' at ¢ to be the function dF (-, -; ¢) with domain
Z¢ x R which satisfies

(4.28) m(F(¢p+ch) = F(¢)/e = /oo ds dF (y,s; $)h(y, s)

li
e—0 —
yEZ

for all continuous functions k : Z¢ x R — R with compact support. Let b:R —
R#4+1)/2 e a C! function taking values in the symmetric d x d matrices such that
[b]|sc + || Db||ss < 00 and define b(-) in (3.13) as a function of fields ¢ : Z? xR — R
by setting b(¢) = b(¢(0,0)). It follows from (3.11), (3.13) that for v € C? one has
T, 56,9 9(RE,Sn, ¢)v = F($) where

(4.29)

k—1 00
F(g) = AT D2 /oodtj exp[=n(th_1—to) —i(zp_1—20)-&] g(x0,to)

Jj=0z;€Ze"

k—1
[T {VV*Gx; — 2j -1, Alt; — t;-1))} Pb(é(x0, —to)) Pb((x1, —t1)) - - - Pb(d(w—1, —tr—1))v .
j=1

In (4.29) we have extended the domain of the Green’s function G(z,t) defined by
(3.9) for t > 0 to t < 0 by setting G(z,t) = 0, t < 0. The operator I — P is
now any linear operator taking d x d symmetric matrix valued functions b(-) of
¢:Z% x R — R to a constant matrix which has the property that ||(I — P)b| s <
SUP4.zixRR |P(9)]|oc- We can see from (3.10) that there exists C; > 0 depending
only on d such that if (£,n) satisfies the inequality

(4.30) 0< Ry <A, [ <CivRn/A,
and g € LY(Z% x R, C% @ C?) then F(¢) € C? is bounded by
(4.31) [F(9)] < CA* b R~ * = glfo],

where the constant C' depends only on d, k. Furthermore F' is differentiable in the
sense of (4.28) and the field derivative is given by the formula
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(4.32)

k=1 o
dF(y,s:¢) = AT Z/ dtj o exp[—n(tk—1—to)—i(zx—1—20)-¢] g(x0, to)

Jj=0 ijZd o

k-1
H {VV*G(zj — xj_1, A(t; —tj—1))}
j=1

5(.130 -, to + S)DB(¢($Q, —to)) 'Pb(d)(ﬂfl, —t1)) e "PB(qﬁ(l‘k_h _tk—l))v + -+

8(zr—1 — Y, tr_1 + s)b(¢(z0, —t0)) B(d(z1, —t1)) - Db(d(T—1, —tr_1))V

for (y,s) € Z¢ x R, where §(z,t) = 6(x)d(t) is the product of the Kronecker

and Dirac delta functions. If g is also in L?(Z% x R, C?% ® C?) then dF(-,-;¢) €

L?*(Z¢ x R, C%) and from (3.10) we see that

(4.33) [|dF (- 9)lla < CA* Dbl 5" Ry =+~

¢

1/2

lgll2 + R llgll Z/O dt [VV*G(z, At)]® ol ,

z€Z4

where C depends only on d, k.

Lemma 4.2. Let (Q,F,P,) with m > 0 be the environment of massive fields

: Z9 xR — R defined by (1.15), (1.16) and g : Z% x R — C? ® C? a continuous

function of compact support. Then there exists C; > 0 depending only on d such

that if (€,1n) lies in the region (4.30) the operator of (3.13) satisfies the inequality

(4.30)  ( [Tsemn 9(RESn, o ) <

2

< Z /00 ds Z Oodt e_mz(t_s)/QG(y,s;x,t,(b)dF(x,t;¢) > ,

yeza "’ ~ zeZd s

where G is the Green’s function defined by (4.4), and dF is the field derivative
(4.32).

Proof. It follows from (4.31) that the LHS of (4.34) is the expectation of a bounded

function. From Lemma 4.1 and (4.33) we see that the RHS is also the expectation
of a bounded function. To prove (4.34) we use the Poincaré inequality (4.2) and
the formula (4.8) for the Malliavin derivative. Thus let Q C Z? be the periodic
cube with side of length L and ¢(z,t), € Q,t > 0, the solution to the initial value
problem (4.1). For T" > 0 we denote by ¢ the periodic field ¢ : @ Xx R — R
defined by ¢r(z,t) = ¢(x, T +t), © € Q,t > —T where ¢ is the solution to (4.1),

and ¢r(z,t) = 0, z € Q,t < —T. We extend the field ¢ to a periodic field
ér : Z9 x R — R. From (4.8) we have that for the function F' of (4.29) if y € Q
and s > —T then

(4.35)

DMalF(yaT+sv¢T) = Z/ dt eim2(t78)/2GQ(ya sz7t7¢T)dFQ(x7t7¢T) )
zeQ Vs
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where dFy is given in terms of (4.32) by
(4.36) dFg(z,t;¢) = Y dF(z+ Ln,t;¢) .

nezd

It is easy to see from (4.32) that ||dF (-, -; ¢)|leo < C for some constant independent
of ¢ so the RHS of (4.35) is bounded.

The invariant measure associated with the Markov process defined by the SDE
(4.1) is given by the formula

(4.37) exp | — Z V (Vé(x)) +m?p(x)?/2 H d¢(x) /normalization.
zeQ z€Q

We denote the probability space for the corresponding stationary process ¢(z,t), x €
Q,t € R by (Qg, Fo, Po.m) and expectation with respect to the measure Pg ,, by
()Qg.m- Evidently (Qq,Fq, Pg,m)is invariant with respect to the translation op-
erators 7, : Qg — Qg, = € Z%,t € R. Our first goal will be to obtain a version
of the inequality (4.34) for the operator T g¢ 5y of (3.13) when the random envi-
ronment is given by (Qq, Fg, Pg.m). To do this we use the fact (see Appendix A
for a proof) that for any N > 1, continuous bounded function f : RY — C, and
(z1,t1),-., (N, tN) € Q X R,

(4.38)
TIE;I;O< f( ¢T($1,t1), ....,¢T($N,tN) ) >QQ’M31 = < f( ¢(£C17t1)7 ,d)(xN?tN) ) >QQ,m :
It follows from (4.38) that
(4.39)
N N
Th_{go< vt [[ Pb(ér(a;, —t;)) v > = < v [ Po(é(z;, —t5)) v > ,
j=1 j=1

Qg Mal Qq,m

where I —P on the LHS of (4.39) denotes expectation with respect to (), \., and

on the RHS expectation with respect to (-)q,, .. We conclude from (4.39), Fubini’s
theorem and the dominated convergence theorem that

(4.40)
Jim CIEGnP Yoy, = CFOP ), = ( Teoem o(ReSn ol )
Next we see from the Poincaré inequality (4.2) and (4.35) that
(4.41)
2
o0 o0 7m2 s
(PGP Yo v < < S [ as | [ e Gty st o) R ton)
yeZd "~ z€Zd VS

Qg , Mal

We assume that L is sufficiently large so that the support of ¢ is contained in Q x R.
It is easy to see then that dF(y, s; @) is given by the RHS of (4.32) with Z< replaced
by @ and the function G(z,At) replaced by the corresponding periodic Green’s
function on Q. Hence |[dFg(-, -, ®)||L2(gxr,c¢) is bounded by the periodic version
of the RHS of (4.33). From this we see that limsupg_, za [|[dFQ (-, -, @) L2(@xr,ct) <
00. Observe now that we can argue as in the proof of (4.40) to conclude that if
Gn,g, n = 0,1,2,.., denote the terms in the perturbation expansion (4.15) and
N > 0 then
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(4.42)
2

e8] oo N
li —m2(t—s)/2 . F .
Tgnoo < ygd [T ds Z / dt e ngoGn,Q(y7sax7t7¢T)d Q(.’E,t, ¢T)

iJs
TEZ Q@ ,Mal

2

0 N
/ dt e~ (1=9)/2 Z Gn.o(y, s;z,t,¢)dFg(z,t; P) >
s n=0

Qq.m

eI

r€Z4

It follows from (4.40), (4.42) and the periodic version of Lemma 4.1 that

(443) (| Tsemn 9RE S, P ) <
Q,m
2

<Z/ ds Z/ dt e*m2(t75)/2GQ(y,s;x,t,gb)dFQ(x,t;gb) >
o0 xEZd S

-
YyEZ QQ,m

Finally we let Q — Z? in (4.43) to obtain (4.34). We denote by (-)q, expectation
with respect to the stationary process defined by (1.15), (1.16). It was proved in
[17]) (see also [9]) that for any N > 1, continuous bounded function f: RY — C,
and (z1,t1), ..., (xN,tn) € Q@ X R,

(4.44)
lim (f( ¢(a1,t1), ..., p(xn, tn) ) ) = (f( oz, t1), s dlan,tn) ) g -

Q—Z QQ,m

Hence we can using (4.44) argue as with the 7' — oo limit to conclude that (4.34)
holds for any m > 0. d

For ¢ € R? and u : Z% — C we denote by Veu : Z% — C the column vector
Veu(z) = [Vieu(2), ..., Vjeu(z)], 2 € Z¢, where V;eu(z) = e i Su(z + e;) —
u(z), 2 € Z¢, j =1,..,d. The column operator V¢ has adjoint V¢ which is a row

operator. If f € L?(Z¢ x R,C%) and ¢ € R%,n € C with R®n > 0 there is a unique
solution u(¢,n,-) € L2(Z% x R) to the PDE

1 0
(445) K l:n - 87“] u(fﬂ%zﬂ") +Vﬁ*vfu(£anvzar) = Vg*f(zﬂ")a FAS Zd)'r €R.

Furthermore we have that
Rn
(4.46) TIIU(&Uw)H%z(deWIIVfu(if,m-)Iliz(deR,Cd) < NFONZ2zaxr.coy -

We also see similarly to (3.11) that Veu(€,n,-) = T¢., f(-) where
(4.47)

Tenf(z,r) = A/ e " ds Z {VV*G(y,As)} exp[—iy.£] f(z+y,m+s), z€Z%recR.
0
yEeZd

From Lemma 2.1 of [11] we have that u regarded as a function (¢,7) — L?*(Z¢ x R)
has an analytic continuation to the region (4.30) with C; > 0 depending only on d.
For (£,n) in this region there is a constant Co depending only on d such that
(4.48)

Jin
ﬁ”u(&ﬂ?a')H%Z(zde)JFHVfu(fﬂ%')||i2(zde,cd) < [14CoISEP /(R /A) T f O F2(zaxr.ca -
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For ¢ : Z¢ x R — R a continuous function we extend the corresponding Green’s
function G(y, s; z,t, ¢) defined by (4.4) for s <t to s > t by setting G(y, s; z,t, ) =
0 when s > t. For ¢ € R%n € C,v € C?, with R > 0 let fo(&,n,2,7,¢), 2z €
Z¢,r € R with range in C? be defined by
(449) f2 (53 n,2,7, ¢) = DB(QS(Zv —7’))’[) em2r/2G(07 07 2, T, d)) .

It is evident from (4.3), (4.4) that fa(£,7, -, -, ¢) is in L?(Z% x R), whence we can de-
fine the function us (&,m, 2,7, @) as the solution to (4.45) with f(-,-) = fa(&, 1, -, -, &).
Let b(¢) = b(4(0,0)) and for k = 2,3, .., set

(4.50) 0eFi(&m,0) = [PTeqb()* v,

where T¢ ,, is the operator (3.11). We then inductively define functions fi, us for
k = 3,4.., by the formula

(451) fk(gﬂ%zvrv d)) = DB(¢(Z77T))8§kal(£anv7—z,fr¢) emzr/2G(070;Za77na (b)
+b(0(z, —r)Veup-1(¢,m, 2,7, 9)

where for k = 3,4,.., the function ug(&,n,z,7,¢) is the solution to (4.45) with

f('v ) = fk(fa L/ERERS ¢) The U}g(f, n,2,7, ¢) and fk(§7 n,2,7, ¢) for § € Cd are defined
by analytic continuation from their values when ¢ € RY.

Lemma 4.3. Let G be the Green’s function defined by (4.4) and for any k > 2,v €
C4, let dF be the function (4.32). Then there exists C; > 0 depending only on d
such that for (§,m) in the region (4.30) the following identity holds:

(4.52) Z/ ds e*mz(‘q”)/zG(z,77";y,s,T_z,TqS)dF(y,s;T_zmgb) =
yezd "

> / dt g(w,t) ™ IRG(0,0; 22, 71—, ) Db(p(2—2,7—))Ie Fy (€ 1), Tosr—t0)

T€Ze " T
+ Z / dt g(xj)f)((;ﬁ(x —zZ,T = t))véuk(£7nax - th -, ¢) .
zeZd ¥~

Proof. We note that the first term on the RHS of (4.52) comes from the sum which
contains §(xg — y,to + ) on the RHS of ( 4.32), in which we make the change of
variables (y, s) <> (x, —t). The remaining part of the RHS of (4.32) is the same as

(453) > /jo dt g(x,t)b(¢(z — 2,7 —t))

r€Zd

Z /OO dS eim2(5+r)/2G(Za -y,s, T—z,r(yb)de (y -, + t; Tx—z,r—t¢) )
yezd’ "

where dHj, is the field derivative of the function

(4.54) Hy(¢) = [PTe,b()]* v .

Observe now that

(455) Z / ds eimz (S+T)/2G(Z7 -Y,S, T—z,'r(b)de: (y -z, s+t Ta:—z,'r—t¢)
yeza’ "
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/ dse ™ g/2G(0 0;y,8,¢)dHi(y — (x — 2), s+ (t =) To—z r—tP) »
yEZd

so the expression is just a function of (z — z,t — r, ). We show by induction that
for k > 2,
(4.56)

Veur(§m,m,t,¢) = Y / ds e=™2G(0, 05y, 5, O)dH(y — 2,5 + 1T 1) -
yezd
Hence the identity (4.52) follows from (4.55).
To prove (4.56) we first show that it holds for k = 2. To see this we note from
(3.11) that dHy is given by the formula
(4.57) dHs(y,s:¢) = A{VV*G(y,~As)}" explys — iy.£]Db(4(y, 5))v .
Now (4.56) for k = 2 follows from (4.47), (4.49), (4.57). To do the induction step
we use the identity
(4.58)
de+1 Y,S; ¢) = A {VV* ( Y, —AS)}* eXP[ﬂs - Zyg]Db(Qi)(ya S))aéFk(gv 7, Ty,s¢)

+A/ e dr 7 {VVIG(z, Ar)} expl—iz€]b(6(z —1)) dHi(y—2, 5+7 72 1)
zeZd
From (4.58 and the induction hypothesis (4.56) we conclude that

(4.59) / ds e™™ S/QG(O 0;y,8,¢)dHp11(y — x, s + ;7 _1p) =
yeZ4
Tﬁyn[fk+1<£7777'7'7¢)](x7t) = V£Uk+1<f777733ata¢) .
[l

In order to prove Lemma 3.1 we shall need to use a parabolic version of Meyer’s
theorem.

Lemma 4.4. Let H be a Hilbert space and for 1 < p < oo let LP(Z% x R, H) be the
space of p integrable functions f : Z% x R — H where the LP norm of f is defined

by

(4.60) e = 3 / ds | F (9|1,

y€EZ4
Then there exists a constant C; > 0 depending only on d such that if (§,n) lies in the
region (4.30) the operator Ts,n of (4.47) is bounded on LP(Z¢ xR, H) for1 < p < occ.
Furthermore there is a constant Cy > 0 depending only on d such that the norm
of Te ., acting on LP(Z? x R, H) satisfies the inequality |Te |, < [1+ d(p)](1 +

Co|S€|2/[Rn/A]) where the function §(-) depends only on d and lim,_ 5(p) = 0.
Proof. This follows from the argument of Lemma 5.2 and Corollary 5.1 of [11]. O

Proof of Lemma 3.1. We assume ¢ : Z¢ x R — C% ® C? is continuous of compact
support. Then from Lemma 4.2 and Lemma 4.3 we have that

(461) < |Tk,%£,§Rn 9(5}357%%‘)“2 >Q <2 Z / dr
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2

< Z / dt g(m, t) emz(tir)/QG((l 07 r—z,T— ta ¢)DB(¢(x -z, = t))aﬁFk(§7 m, Tx—z,'r'—td)) >
rcZ9 > Qm
2

+< Z/Zdt g(z, t)b(p(x — 2,7 — t))PVeur(&,m, 2 — 2,t — 7, @) >

) -
z€Z Qi

Let (Q, F, P) be the massless field stationary process corresponding to the limit
as m — 0 of the massive field stationary processes defined by (1.15), (1.16), and
denote expectation with respect to this measure by (-)q. We have from [17] (see also
[9]) that if d > 3 then for any N > 1, continuous bounded function f : RY — C,
and (z1,t1), ..., (zn,ty) € Z¢ x R,
(4.62)

nljino< f( (@, t1), s d(xn,tN) ) >Qm = (f(¢(x1,t1), s (2N, tN) ) Do -

Arguing as in Lemma 4.2 we conclude that if d > 3 then

(4.63)  Tim ( |Tiseny 9006 Sn, ol ) = ([ Tisemn 9(RE Sn, ol )
m—0 Qo Q
Hence to prove Lemma 3.1 it will be sufficient to obtain an upper bound on the
RHS of (4.61) which is independent of m as m — 0.
For ¢ € R% n € C with Ry > 0 the functions Fy(&,n,¢), k = 2,3,....¢ € Q,

defined by (4.50) satisfy the recurrence equations

(4.64) [+ O1F2(&,m, 0) + A OcF (€., 6) = APOZ[b(6(0,0))1] ,
[0+ ) F1 (€., &) + AOZOFio(€,m,0) = APOZ[B((0,0)) Fio—1 (&, 1, 0)] if k> 2.
Then as in (3.2) we see that Fi(&,n,-) € L?(Q2) and

Rn _
(4.65) THFk(Eﬂ?a Wiz + 10 Fu(€m: ey < (1= A/A)>F Vol

The Fy(&,7,) for ¢ € C? are defined by analytic continuation from the values of
Fy(€,m,¢) when ¢ € R%. From Lemma 2.1 of [11] we see that F), regarded as a
function (£,n) — L?(Q) has an analytic continuation to the region (4.30) where C4
is a constant depending only on d. For (£,7) in this region there is a constant Co
depending only on d such that

(4.66)

R _ k—
S ERE e 1R m Yy < (A=A/A)2E D [14ColSE R/ (Rm/8) 4V of?

We take H to be the Hilbert space H = L?(Q,C?) and for k = 2,3, .., let
hi : Z¢ x R — # be the function

(4.67)  hp(z,r,0) = Db(¢(z, —1)0e Fi(&, 0, Tompd)) €™ 72G(0,0; 2, —1, ) .

Then the first term on the RHS of (4.61) is the square of the norm in L?(Z¢ x R, H)
of the convolution g * hx_1. It follows from (1.20) and (4.66) that if ¢ > 14 2/d
then

(4.68)

hill o qzexmay < Cod™9DB() oo (1=A/A)FD [14Co(S¢% /(Rn/A) ]V o]
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where the constant C; depends only on d, ¢, A/A. Taking ¢ < 2 we have by Young’s
inequality for convolutions that if for p = 2¢/(3¢q — 2) the function g is in LP(Z? x
R, C? ® C?) with norm (3.14) then g * hy, is in L?(Z¢ x R, H) and

(4.69) ||g*hk||L2(Zd><R,H) < C||9||Lp(zde,cd®cd) Hhk”Lq(deR,H) )

for a constant C' depending only on d.

To bound the second term on the RHS of (4.61) we show that the function
(z,7) = Veug(&,m, 2,7, ¢) is in LY(Z4 x R, H). In fact from (1.20), (4.49) we have
that

(4.70) 12061, Mo zaxma < Coh™ DB oclv]

for a constant C; depending only on ¢,d. Hence Lemma 4.4 implies that
(4.71)

IVeuz (€, Mlpa@axray < Coh™ D)l [14+6(q)) [1+C2|SE? /(R0 /A) JJv] .
From (4.51) we similarly have that for k& > 3,

(4.72)
1Fe(&m s MLa(zaxray < CeA™ U DB() oo (1=A/A)F2 [14+Co[SE[* / (Rn/A) |
+ (1 - )‘/A)||V£“k—1(§a7h KRR ')”L‘Z(ZdXR,H) )

where C,; depends only on ¢,d. Hence using Lemma 4.4 we have by induction from
(4.70)-(4.72) that for k > 2,

(k_2)|U|

(473) ka(fvn?'7'7')||L‘1(Zd><R,H) <
Cok[1+ 8(g)]*~2A~ Y| Db () oo (1 — A/A)E=2 [1 4 Cof €2/ (/) ]“ o]

The inequality (3.16) follows now from (4.73) and Lemma 4.4 by taking ¢ sufficiently
close to 2 so that 14 d(q) < (1 — )\/A)—l/? 0

5. PROOF OF THEOREM 1.3

We use an identity relating correlation functions for the massive Euclidean field
theory measure (1.16) and expectations of Green’s functions for parabolic PDE
with random coefficients. Let (Q,F, P,,) be the environment of massive fields
¢ : Z* xR — R as in Lemma 4.2 and a(-) in (1.1) be the function a(¢) =
V"(V¢(0,0)), ¢ € Q. Then the two point correlation function for the invariant
measure (1.16) is related to the expectation of the Green’s function for the PDE
(1.1) by

(5.1) ($(2)$(0) ) = / e G, t) dt .
0
The identity (5.1) is implicit in the work of Naddaf and Spencer [31] but was first
rigorously proven in [18] (see also [9]).
To prove Theorem 1.3 we observe that the methods used to prove Theorem 1.2
for diffusion matrices a(-) of the form a(¢) = a(#(0,0)) can also be applied for
diffusion matrices of the form a(¢) = a(V¢(0,0)), where a : R — R¥/(4+1)/2 jg
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C1, satisfies (1.4), and ||Da(-)||sc < oo. Instead of the bound (1.20) we use the
inequality

C
[A(t — s) + 1)(d+5)/2

|z — 2|
At —s)+1

Evidently (5.2) with 5 = 0 is a consequence of (1.20). This is sufficient to prove
Theorem 1.3 when d > 3. To prove the theorem for d = 2 we need to use the fact
that 8 can be chosen strictly positive depending only on A/A. This follows from
the Harnack inequality [14]. Furthermore 8 can be chosen arbitrarily close to 1
provided A/A is sufficiently close to 1. The result follows by letting m — 0 in (5.1).

(52) |V1G(z,s,x,t,¢)| S exp [ —

APPENDIX A. DIFFUSION PROCESSES WITH CONVEX POTENTIAL

Let W : R¥* — R be a C? uniformly convex function such that W’ (-) satisfies
the quadratic form inequality Al < W”(.) < AI} for some constants A\, A > 0. We
consider the diffusion process ¢ : RT™ — RF which is the solution to the SDE initial
value problem

1
(A1) de(t) = —§VW(¢(t)) dt +dB(t), t>0, ¢0)=0,
where B(-) is k dimensional Brownian motion. The invariant measure for the SDE
(A.1) is given by
(A.2) exp[~W (¢)] dé/normalization , ¢ € RF .

We denote the probability space for the stationary process of functions ¢ : R —
R* associated with the SDE (A.1) and invariant measure (A.2) by (2, F, P), and
expectation with respect to (Q,F, P) by (). For T > 0 let ¢7 : [-T,0) — R*
be defined by ¢r(t) = ¢(T +t), where ¢(-) is the solution to (A.1). The stationary
process measure can be obtained by taking the 7' — oo limit of ¢ as follows:

Lemma A.1. Let f: RV* — R be a continuous bounded function. Then

(A.3) TleOO< f(or(tr), .. or(tn)) ) = ( f(o(t1), ... d(tn)) o -
Proof. The diffusion equation corresponding to the SDE (A.1) is given by

t 1 1
(A.4) % = 75VW(¢) -Vu(o,t) + §Au(¢,t) , t>0.
The solution to (A.4) with initial data
(A.5) u($,0) = uo(¢), ¢€RF,
can be written in terms of the Green’s function G : RF x R* x Rt — R as
(A6) wo.t) = [ G0 D@ dof, o REE> 0
Rk

Now it is clear that for a continuous bounded function f : R* — R,
(A7) (F@r(e) = [ 60.6.T+0)(6) i

R

Let () denote expectation with respect to the invariant measure (A.2) and
L%V(Rk) the corresponding space of square integrable functions g : R*¥ — R with
respect to (). Letting [, -]y denote the inner product on L%, (R*) we see from
(A.7) that for any ¢ satisfying 0 < 6 < T + t1,
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(A.8)
(flor(t1))) = [fi, foalw where fi(¢) = G(0,¢, ) exp[W (¢)] /Rk exp[~W(¢')] d¢/

ad fo(0) = [ G0, T+t - 5)f(&) o

Since || falloc < ||f]lco it follows that fo € L%, (R¥). We can also easily see that
for § > 0 sufficiently small the function f; is in L%, (R*). Now we use the fact
that the operator H = —A + VW (¢) - V is self adjoint non-negative definitive on
L%, (R¥) and the constant is an eigenfunction of H with eigenvalue 0. From the
Brascamp-Lieb inequality [3] the operator H acting on the subspace of LZ, (R¥) of
functions orthogonal to the constant is bounded below by A > 0. Furthermore from

(A.8) we have that

(A.9) (f(pr(t) ) = [fr,e HTT=02py,
whence we conclude that
(A.10) A (f(or(t) ) = (f1(0) )w{ f(@))w = (f(¢) )w -

We have proven (A.3) when N = 1. The identity (A.3) for N > 1 can be proven
similarly. Assuming 0 < ¢t; <t < --- < t, we have that

(A11) ( f(or(tr), -, or(tn)) ) = [f1, e HT+H0=0)/2g10 where

9(¢1) = /( : G(d1, 92, ta—t1) - G(ON-1, N, IN—IN-1) [ (D1, ... o) dp2 - - dn
R(N-1k

Letting T'— oo in (A.11) we see as before that(A.3) holds. O

Next we wish to obtain a representation of the measure for the probability space
(Q, F, P) for the stationary process associated with the SDE (A.1) and invariant
measure (A.2). First we consider the Gaussian case so there is a symmetric k x k
matrix and k£ dimensional vector b with

(A.12) W(g) = %¢*A¢ —b*¢, where A, < A < A, .

The SDE (A.1) is explicitly solvable when W () is given by (A.12) with solution
t

(A.13) (1) = / e~ A=2[/9 ds + dB(s)] , ¢ > 0.
0

It is well known that the measure for the stationary process is Gaussian . We can
use Lemma Al and (A.13) to find formulas for the mean and covariance of ¢(-).
Thus we have that

(A14) (p(t) o = A7, covalo(tr), d(t)*] = D(ta—t) = A~ teAli=t2l/2

The Fourier transform (1.11) of the covariance is therefore given by I'(d) = [6% +
A?/4]71. Hence the Gaussian measure corresponding to the covariance is formally
given by the expression

(A.15) exp [ _l/oo ‘d¢(t)

2

2 ) | dt

+ i\A(ﬁ(t) —b|* dt ] H do(t) /normalization .

teR

Evidently the measure (A.15) is log concave.
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We can obtain a representation of the stationary process measure similar to
(A.15) for general C? uniformly convex functions W (-). To see this we write the
solution of (A.4), (A.5) using the Cameron-Martin formula [24] as
(A.16)

u(é,t) = F [exp{—é / TW(B() - dB(s) - 1 / OB ds }uo(3<t>> | B©)= ¢] ,

where B(+) is k dimensional Brownian motion. We rewrite (A.16) using Ito’s formula

(A.17) W(B(t)) —W(B(0)) = /0 VW(B(s)) - / AW (B
From (A.16), (A.17) we see that
(A.18)

w(p,t) = V@2 {exp{—;/o —%AW(B(S)H— iWW(B(s))F ds }e‘W(B(t))/2uo(B(t)) | BO) = ¢] .

The identity (A.18) can be alternatively obtained using the Feynman-Kac repre-
sentation [24] for the solution to the PDE

(A.19) a“(;z’t) — V(¢)v(¢,t)+%Av(¢,t), t>0,

with initial data
(A.20) v(¢,0) = w(¢), ¢€R"
Thus we have from the Feynman-Kac formula that
t
(A.21) v(p,t) = E {exp{/ V(B(s)) ds }UO(B(L‘)) ‘ B(0) = (b} .
0
The formula (A.18) follows now from (A.21) using the fact that if u(¢,t) is the

solution to (A.4), (A.5) then the function v(¢,t) = exp[-W(¢)/2]u(¢p,t) is the
solution to (A.19), (A.20) with

(A22)  V(9) = [AW(E)~ SIVW@P , w(6) = exp[-W(0)/2uo(6)

To obtain the representation for the measure of the stationary process we use
Lemma Al. Thus from (A.18) the LHS of (A.3) is given by the formula

(A23) ( f(or(tr), . or(tn)) ) =
T+in+T'
exp {; | 5AWBE) + VW B b }

e*W(B(T+tN+T’))/2f(B(T+t1),B(T+t2)".7B(T+tN)) ’ B(O) = 0] ,

JVO)/2F

for any 77 > 0. Recall now that the Brownian motion measure B(s), s > 0, has
the representation

20 o | 3 [0

H do(s /normalization with ¢(0) =0 .

seERT
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Hence on letting T, T — oo in (A.23) and using (A.24) we see that limiting measure
defined by (A.3) with expectation (-)q has the representation
(A.25)

L[ |dé(t)
P 2/00‘ dt

2

- %AW(qb(t)) + i|VVV(<;z§(t))|2 dt H do(t) /normalization.

teER

In the Gaussian case (A.12) the representation (A.25) is equivalent to (A.15) since
AW (-) is constant and is therefore part of the normalization constant. The measure
(A.25) is log concave when W (-) is quadratic, but it is easy to see that even if W (-)
is a small perturbation of a quadratic the measure is no longer log concave.

Acknowledgement: The authors would like to thank Tom Hurd and Tom
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