
The structure theory of complete local rings

Introduction

In the study of commutative Noetherian rings, localization at a prime followed by com-
pletion at the resulting maximal ideal is a way of life. Many problems, even some that
seem “global,” can be attacked by first reducing to the local case and then to the complete
case. Complete local rings turn out to have extremely good behavior in many respects. A
key ingredient in this type of reduction is that when R is local, R̂ is local and faithfully
flat over R.

We shall study the structure of complete local rings. A complete local ring that contains
a field always contains a field that maps onto its residue class field: thus, if (R,m,K)
contains a field, it contains a field K0 such that the composite map K0 ⊆ R � R/m = K
is an isomorphism. Then R = K0 ⊕K0 m, and we may identify K with K0. Such a field
K0 is called a coefficient field for R.

The choice of a coefficient field K0 is not unique in general, although in positive prime
characteristic p it is unique if K is perfect, which is a bit surprising. The existence of
a coefficient field is a rather hard theorem. Once it is known, one can show that every
complete local ring that contains a field is a homomorphic image of a formal power series
ring over a field. It is also a module-finite extension of a formal power series ring over a
field. This situation is analogous to what is true for finitely generated algebras over a field,
where one can make the same statements using polynomial rings instead of formal power
series rings. The statement about being a module-finite extension of a power series ring is
an analogue of the Noether normalization theorem. A local ring (R,m,K) that contains a
field is called equicharacteristic, because R contains a field if and only if R and K have the
same characteristic. (It is clear that if K ⊆ R they must have the same characteristic. If
K has characteristic 0, it is clear that R does, and contains a copy of Z. Since no nonzero
integer vanishes in R/m, every nonzero integer is a unit in R, which gives a unique map of
Q = (Z−{0})−1Z into R by the universal mapping property of localization. On the other
hand, if R has positive prime characteristic p > 0, it clearly contains a copy of Z/pZ.)

Local rings that are not equicharacteristic are called mixed characteristic. The charac-
teristic of the residue class field of such a ring is always a positive prime integer p. The
characteristic of the ring is either 0, which is what it will be in the domain case, or else a
power of p, pk, with k > 1.

The term discrete valuation ring, abbreviated DVR, will be used for a local domain V ,
not a field, whose maximal ideal is principal, say tV , t 6= 0. It is then the case that every
nonzero element of V is uniquely expressible in the form utn, where u is a unit, and every
ideal is consequently principal. (Technically, these rings should be called rank one discrete
valuation domains or Noetherian discrete valuation domains.)

A local domain of mixed characteristic will have characteristic 0, while its residue class
field has positive prime characteristic p. An example is the ring of p-adic integers, which
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is the completion of the localization of the integers at the prime ideal generated by the
positive prime integer p. A formal power series ring over the p-adic integers also has mixed
characteristic.

The structure of complete local rings in mixed characteristic is more complicated, but
the theory has been fully worked out: if (R, m) has mixed characteristic, it is a homomor-
phic image of a formal power series ring over a complete discrete valuation ring (V, pV )
whose maximal ideal is generated by a positive prime integer p. If a mixed characteristic
local ring is a domain, it is module-finite over a formal power series ring over such a ring
V ⊆ R such that the induced map of residue class fields V/pV → R/m is an isomorphism.
V is called a coefficient ring for R. When R is not a domain the statements are more
complicated, but the situation is completely understood.

A local ring is regular if and only if its completion is regular: completing does not change
the Krull dimension and does not change the embedding dimension. The associated graded
ring of the maximal ideal is also unchanged. These facts are discussed in greater detail
in the sequel. Complete regular local rings can be classified. A complete regular local
ring that contains a field is simply the formal power series ring in finitely many variables
over a field. The situation in mixed characteristic is more complicated, but also well
understood. If V is a coefficient ring, the complete regular ring R of Krull dimension d
is either a formal power series ring V [[x1, . . . , xd−1]], or it will have the form T/(p − f),
where T = V [[x1, . . . , xd]] has maximal ideal mT = (p, x1, . . . , xd)T , and f ∈ m2

T .

An important property of complete local rings is that they satisfy Hensel’s lemma. Let
(R, m, K) be complete local and let f be a monic polynomial over R. If u ∈ R[x], we write
u for the polynomial in K[x] obtained by taking residue classes of coefficients of u modulo
m. Suppose that f factors f = GH in K[x], where G and H are relatively prime monic
polynomials. Hensel’s lemma asserts that this factorization lifts uniquely to R[x]. That is,
there are monic polynomials g, h ∈ R[x] such that f = gh and g = G while h = H.

This is a very powerful result. For example, consider the formal power series ring C[[z]]
in one variable over the complex numbers, and consider the polynomial equation x2−(1+z).
Mod the maximal ideal zC[[z]], this equation becomes x2 − 1 = (x − 1)(x + 1). Hensel’s
lemma now implies that x2−(1+z) factors as

(
x−α(z)

)(
x−β(z)

)
where α(z), β(z) ∈ C[[z]].

Of course, these must be square roots of 1+z, so that β = −α. Hensel’s lemma also implies
that their constant terms must be 1 and −1. Lifting the factorization yields the existence
of power series square roots for 1 + z. Of course, we know this from Newton’s binomial
theorem, which gives an explicit formula for (1 + z)1/2. But Hensel’s lemma provides
solutions to much more complicated problems for which no formula is readily available.
This result is closely related to the implicit function theorem.

Here is a simple example of a local ring that contains a field but does not have a
coefficient field. Let V be the localization of the polynomial ring R[t] in one variable over
the real numbers R at the prime ideal P = (t2 + 1), and let m = PV . Then V/PV is the
fraction field of R[t]/(t2 + 1) ∼= C, which is C. But S ⊆ R(t) does not contain any element
whose square is −1: the square of a non-constant rational function is non-constant, and
the square of a real scalar cannot be −1. Note that V is a DVR.
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The completion of V̂ of V is also a DVR with residue class field C, and so it must
contain a square root of −1. Can you see what it is?

Hensel’s Lemma and coefficient fields in equal characteristic 0

We begin our analysis of the structure of complete local rings by proving Hensel’s lemma.

Theorem (Hensel’s lemma). Let (R, m, K) be a complete local ring and let f be a
monic polynomial of degree d in R[x]. Suppose that u denotes the image of u ∈ R[x] under
the ring homomorphism R[x] � K[x] induced by R � K. If f = GH where G, H ∈ K[x]
are monic of degrees s and t, respectively, and G and H are relatively prime in K[x], then
there are unique monic polynomials g, h ∈ R[x] such that f = gh and g = g while h = h.

Proof. Let Fn denote the image of f in (R/mn)[x]. We recursively construct monic poly-
nomials Gn ∈ (R/mn)[x], Hn ∈ (R/mn)[x] such that Fn = GnHn for all n ≥ 1, where Gn
and Hn reduce to G and H, respectively, mod m, and show that Fn and Gn are unique.
Note that it will follow that for all n, Gn has the same degree as G, namely s, and Hn has
the same degree as H, namely t, where s+ t = d. The uniqueness implies that mod mn−1,
Gn, Hn become Gn−1, Hn−1, respectively. This yields that the sequence of coefficients of
xi in the Gn is an element of lim

←− n
(R/mn) = R, since R is complete. Using the coefficients

determined in this way, we get a polynomial g in R[x], monic of degree s. Similarly, we
get a polynomial h ∈ R[x], monic of degree t. It is clear that g = G and h = H, and
that f = gh, since this holds mod mn for all n: thus, every coefficient of f − gh is in⋂
nm

n = (0).

It remains to carry through the recursion, and we have G1 = G and H1 = H from
the hypothesis of the theorem. Now assume that Gn and Hn have been constructed and
shown unique for a certain n ≥ 1. We must construct Gn+1 and Hn+1 and show that they
are unique as well. It will be convenient to work mod mn+1 in the rest of the argument:
replace R by R/mn+1. Construct G∗, H∗ in R[x] by lifting each coefficient of Gn and Hn

respectively, but such that the two leading coefficients occur in degrees s and t respectively
and are both 1. Then, mod mn, F ≡ G∗H∗, i.e., ∆ = F −G∗H∗ ∈ mnR[x]. We want to
show that there are unique choices of δ ∈ mnR[x] of degree at most s−1 and ε ∈ mnR[x] of
degree at most t−1 such that F −(G∗+δ)(H∗+ε) = 0, i.e., such that ∆ = εG∗+δH∗+δε.
Since δ, ε ∈ mnR[x], n ≥ 1, their product is in m2nR[x] = 0, since 2n ≥ n+ 1. Thus, our
problem is to find such ε and δ with ∆ = εG∗ + δH∗. Now, G and H generate the unit
ideal in K[x], and R[x]red = K[x]. It follows that G∗ and H∗ generate the unit ideal in
R[x], and so we can write 1 = αG∗+βH∗. Multiplying by ∆, we get ∆ = ∆αG∗+ ∆βH∗.
Then ∆α and ∆β are in mnR[x], but do not yet satisfy our degree requirements. Since H∗

is monic, we can divide ∆α by H∗ to get a quotient γ and remainder ε, i.e., ∆α = γH∗+ε,
where the degree of ε is ≤ t− 1. If we consider this mod mn, we have 0 ≡ γHn + ε, from
which it follows that γ, ε ∈ mnR[x]. Then ∆ = εG∗ + δH∗ where δ = γG∗ + ∆β. Since ∆
and εG∗ both have degree < n, so does δH∗, which implies that the degree of δ is ≤ s− 1.

Finally, suppose that we also have ∆ = ε′G∗ + δ′H∗ where ε′ has degree ≤ t− 1 and δ′

has degree ≤ s− 1. Subtracting, we get an equation 0 = µG∗ + νH∗ where the degree of
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µ = ε− ε′ is ≤ t− 1 and the degree of ν = δ − δ′ is ≤ s− 1. Since G∗ is a unit considered
mod H∗, it follows that µ ∈ (H∗), i.e., that H∗ divides µ. But H∗ is monic, and so this
cannot happen unless µ = 0: the degree of µ is too small. Similarly, ν = 0. �

Remark. This result does not need that R be Noetherian. The same proof, verbatim,
shows that if (R, m) is a quasilocal ring that is m-adically separated and complete (so
that R ∼= lim

←− n
R/mn), the same result holds.

We can now deduce:

Theorem. Let (R, m, K) be a complete local ring that contains a field of characteristic
0. Then R has a coefficient field. In fact, R will contain a maximal subfield, and any such
subfield is a coefficient field.

Proof. Let S be the set of all subrings of R that happen to be fields. By hypothesis, this
set is nonempty. Given a chain of elements of S, the union is again a subring of R that is
a field. By Zorn’s lemma, S will have a maximal element K0. To complete the proof of
the theorem, we shall show that K0 maps isomorphically onto K. Obviously, we have a
map K0 ⊆ R � R/m = K, and so we have a map K0 → K. This map is automatically
injective: call the image K ′0. To complete the proof, it suffices to show that it is surjective.

If not, let θ be an element of K not in the image of K0. We consider two cases: the first
is that θ is transcendental over K ′0. Let t denote an element of R that maps to θ. Then
K0[t] is a polynomial subring of R, and every nonzero element is a unit: if some element
were in m, then working mod m we would get an equation of algebraic dependence for θ
over K ′0 in K. By the universal mapping property of localization, the inclusion K0[t] ⊆ R
extends to a map K0(t) ⊆ R, which is necessarily an inclusion. This yields a subfield of R
larger than K0, a contradiction.

We now consider the case where θ is algebraic over the image of K0. Consider the
minimal polynomial of θ over K ′0, and let f be the corresponding polynomial with coeffi-
cients in K0[x] ⊆ R[x]. Modulo m, this polynomial factors as (x − θ)H(x), where these
are relatively prime because θ is separable over K ′0: this is the only place in the argument
where we use that the field has characteristic 0. The factorization lifts uniquely: we have
f = (x− t)h(x) where t ∈ R is such that t ≡ θ mod m. That is, f(t) = 0. We claim that
the map K0[t] ⊆ R � R/m, whose image is K ′0[θ], gives an isomorphism of K0[t] with
K ′0[θ]: we only need to show injectivity. But if P (x) ∈ K0[x] is a polynomial such that
P (t) maps to 0, then f divides P (x), which implies that P (t) = 0. Since K0[t] ∼= K ′0[θ]
(both are ∼= K0[t]/

(
f(t)

)
), K0[t] is a field contained in R that is strictly larger than K0,

a contradiction. �

Remark. If R is a complete local domain of positive prime characteristic p > 0, the same
argument shows that R contains a maximal subfield K0, and that K is purely inseparable
and algebraic over the image of K0.

Coefficient fields in characteristic p when the residue class field is perfect

We can get a similar result easily in characteristic p > 0 if K = R/m is perfect, although
the proof is completely different.
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Theorem. Let (R, m, K) be a complete local ring of positive prime characteristic p. Sup-
pose that K is perfect. Let Rp

n

= {rpn : r ∈ R} for every n ∈ N. Then K0 =
⋂∞
n=0R

pn is
a coefficient field for R, and it is the only coefficient field for R.

Proof. Consider any coefficient field L for R, assuming for the moment that one exists.
Then L ∼= K, and so L is perfect. Then

L = Lp = · · · = Lp
n

= · · · ,

and so for all n,
L ⊆ Lp

n

⊆ Rp
n

.

Therefore, L ⊆ K0. If we know that K0 is a field, it follows that L = K0, proving
uniqueness.

It therefore suffices to show that K0 is a coefficient field for K. We first observe that
K0 meets m only in 0. For if u ∈ K0 ∩m, then u is a pn th power for all n. But if u = vp

n

then v ∈ m, so u ∈ ∩nmpn = (0).

Thus, every element of K0 − {0} is a unit of R. Now if u = vp
n

, then 1/u = (1/v)p
n

.
Therefore, the inverse of every nonzero element of K0 is in K0. Since K0 is clearly a ring,
it is a subfield of R.

Finally, we want to show that given θ ∈ K some element of K0 maps to θ. Let rn denote
an element of R that maps to θ1/p

n ∈ K. Then rp
n

n maps to θ. We claim that {rpnn }n is a
Cauchy sequence in R, and so has a limit r. To see this, note that rn and rpn+1 both map
to θ1/p

n

in K, and so rn − rpn+1 is in m. Taking pn powers, we find that

rp
n

n − r
pn+1

n+1 ∈ mpn .

Therefore, the sequence is Cauchy, and has a limit r ∈ R. It is clear that r maps to θ.
Therefore, it suffices to show that r ∈ Rpk for every k. But

rk, r
p
k+1, . . . , r

ph

k+h . . .

is a sequence of the same sort for the element θ1/p
k

, and so is Cauchy and has a limit sk
in R. But sp

k

k = r and so r ∈ Rpk for all k. �
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Coefficient fields and structure theorems

Before pursuing the issue of the existence of coefficient fields and coefficient rings further,
we show that the existence of a coefficient field implies that the ring is a homomorphic
image of a power series ring in finitely many variables over a field, and is also a module-
finite extension of such a ring.

We begin as follows:

Proposition. Let R be separated and complete in the I-adic topology, where I is a finitely
generated ideal of R, and let M be an I-adically separated R-module. Let u1, . . . , uh ∈M
have images that span M/IM over R/I. Then u1, . . . , uh span M over R.

Proof. Since M = Ru1 + · · ·+Ruh + IM , we find that for all n,

(∗) InM = Inu1 + · · ·+ Inun + In+1M.

Let u ∈ M be given. Then u can be written in the form r01u1 + · · · + r0huh + v1 where
v1 ∈ IM . Therefore v1 = r11u1 + · · · r1huh + v2 where the r1j ∈ IM and v2 ∈ I2M . Then

u = (r01 + r11)u1 + · · ·+ (r0n + r1h)uh + v2,

where v2 ∈ I2M . By a straightforward induction on n we obtain, for every n, that

u = (r01 + r11 + · · ·+ rn1)u1 + · · ·+ (r0h + r1h + · · ·+ rnh)uh + vn+1

where every rjk ∈ Ij and vn+1 ∈ In+1M . In the recursive step, the formula (∗) is applied
to the element vn+1 ∈ In+1M . For every k,

∑∞
j=0 rjk represents an element sk of the

complete ring R. We claim that

u = s1u1 + · · ·+ shuh.

The point is that if we subtract

(r01 + r11 + · · ·+ rn1)u1 + · · ·+ (r0h + r1h + · · ·+ rnh)un

from u we get vn+1 ∈ In+1M , and if we subtract it from

s1u1 + · · ·+ shuh

we also get an element of In+1M . Therefore,

u− (s1u1 + · · ·+ shuh) ∈
⋂
n

In+1M = 0,

since M is I-adically separated. �
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Remark. We tacitly used in the argument above that if rjk ∈ Ij for j ≥ n+ 1 then

rn+1,k + rn+2,k + · · ·+ rn+t,k + · · · ∈ In+1.

This actually requires an argument. If I is finitely generated, then In+1 is finitely generated
by the monomials of degree n+ 1 in the generators of I, say, g1, . . . , gd. Then

rn+1+t,k =
d∑
ν=1

qtνgν ,

with every qtν ∈ It, and
∞∑
t=0

rn+1+t,k =
d∑
ν=1

(
∞∑
t=0

qtν)gν .

We also note:

Proposition. Let f : R→ S be a ring homomorphism, and supposed that S is J-adically
complete and separated for an ideal J ⊆ S and that I ⊆ R maps into J . Then there is a
unique induced homomorphism R̂I → S that is continuous (i.e., preserves limits of Cauchy
sequences in the appropriate ideal-adic topology).

Proof. R̂I is the ring of I-adic Cauchy sequences mod the ideal of sequences that converge
to 0. The continuity condition forces the element represented by {rn}n to map to

lim
n→∞

f(rn)

(Cauchy sequences map to Cauchy sequences: if rm − rn ∈ IN , then f(rm)− f(rn) ∈ JN ,
since f(I) ⊆ J). It is trivial to check that this is a ring homomorphism that kills the ideal
of Cauchy sequences that converge to 0, which gives the required map R̂I → S. �

A homomorphism of quasilocal rings h : (A, µ, κ) → (R, m, K) is called a local ho-
momorphism if h(µ) ⊆ m. If A is a local domain, not a field, the inclusion of A in its
fraction field is not local. If A is a local domain, any quotient map arising from killing
a proper ideal is local. A local homomorphism induces a homomorphism of residue class
fields κ = A/µ→ R/m = K.

Proposition. Let (A, µ, κ) and (R, m,K) be complete local rings, and h : A→ R a local
homomorphism. Suppose that f1, . . . , fn ∈ m together with µR generate an m-primary
ideal. Then:
(a) There is a unique continuous homomorphism h : A[[X1, . . . , Xn]]→ R extending the

A-algebra map A[X1, . . . , Xn] taking Xi to fi for all i.
(b) If K is a finite algebraic extension of κ, then R is module-finite over the image of

A[[X1, . . . , Xn]].
(c) If κ→ K is an isomorphism, and µR+ (f1, . . . , fn)R = m, then the map h described

in (a) is surjective.
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Proof. (a) This is immediate from the preceding Proposition, since (X1, . . . , Xn) maps
into m.

(b) The expansion of the maximal ideal M = (µ, X1, . . . , Xn) of A[[X1, . . . , Xn]] to R is
µR + (f1, . . . , fn)R, which contains a power of m, say mN . Thus, R/MR is a quotient
of R/mN and has finite length: the latter has a filtration whose factors are the finite-
dimensional K-vector spaces mi/mi+1, 0 ≤ i ≤ N−1. Since K is finite-dimensional over κ,
it follows that R/MR is finite-dimensional over A[[X1, . . . , Xn]]/M = κ. Choose elements
of R whose images in R/MR span it over κ. By the earlier Theorem, these elements span
R as an A[[X1, . . . , Xn]]-module. We are using that R is M-adically separated, but this
follows because MR ⊆ m, and R is m-adically separated.

(c) We repeat the argument of the proof of part (b), noting that now R/MR ∼= K ∼= κ,
so that 1 ∈ R generates R as an A[[X1, . . . , Xn]] module. But this says that R is a
cyclic A[[X1, . . . , Xn]]-module spanned by 1, which is equivalent to the assertion that
A[[X1, . . . , Xn]]→ R is surjective. �

We have now done all the real work needed to prove the following:

Theorem. Let (R, m, K) be a complete local ring with coefficient field K0 ⊆ K, so that
K0 ⊆ R � R/m = K is an isomorphism. Let f1, . . . , fn be elements of m generating
an ideal primary to m. Let K0[[X1, . . . , Xn]] → R be constructed as in the preceding
Proposition, with Xi mapping to fi and with A = K0. Then:
(a) R is module-finite over K0[[X1, . . . , Xn]].
(b) Suppose that f1, . . . , fn generate m. Then the homomorphism K0[[x1, . . . , xn]]→ R

is surjective. (By Nakayama’s lemma, the least value of n that may be used is the
dimension as a K-vector space of m/m2.)

(c) If d = dim (R) and f1, . . . , fd is a system of parameters for R, the homomorphism

K0[[x1, . . . , xd]]→ R

is injective, and so R is a module-finite extension of a formal power series subring.

Proof. (a) and (b) are immediate from the preceding Proposition. For part (c), let A
denote the kernel of the map K0[[x1, . . . , xd]] → R. Since R is a module-finite extension
of the ring K0[[x1, . . . , xd]]/A, d = dim (R) = dim (K0[[x1, . . . , xd]]/A). But we know
that dim (K0[[x1, . . . , xd]]) = d. Killing a nonzero prime in a local domain must lower the
dimension. Therefore, we must have that A = (0). �

Thus, when R has a coefficient field K0 and f1, . . . , fd are a system of parameters, we
may consider a formal power series ∑

ν∈Nd
cνf

ν ,

where ν = (ν1, . . . , νd) is a multi-index, the cν ∈ K0, and fν denotes fν11 · · · f
νd
d . Because

R is complete, this expression represents an element of R. Part (c) of the preceding
Theorem implies that this element is not 0 unless all of the coefficients cν vanish. This
fact is sometimes referred to as the analytic independence of a system of parameters. The
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elements of a system of parameters behave like formal indeterminates over a coefficient
field. Formal indeterminates are also referred to as analytic indeterminates.

Regular rings in equal characteristic

We next want to prove that a local ring is regular if and only if its completion is regular,
and that a complete regular local ring containing a coefficient field is a formal power series
ring over a field. We first observe the following:

Lemma. Let R→ S be a map of rings such that S is flat over R. Then:
(a) For every prime Q of S, if Q lies over P in R then RP → SQ is faithfully flat.
(b) If S is faithfully flat over R, then for every prime P of R there exists a prime Q of S

lying over P .
(c) If S is faithfully flat over R and Pn ⊃ · · · ⊃ P0 is a strictly decreasing chain of primes

of R then there exists Qn lying over Pn in S; moreover, for every choice of Qn there
is a (strictly decreasing) chain Qn ⊃ · · · ⊃ Q0 such that Qi lies over Pi for every i.

(d) If S is faithfully flat over R then dim (R) ≤ dim (S).

Proof. (a) We first show that SQ is flat over RP . Recall that if W , M are RP modules,
W ⊗R M → W ⊗RP M is an isomorphism. (Briefly, if s ∈ R − P , in W ⊗R M we have
that (1/s)w ⊗ u = (1/s)w ⊗ s(1/s)u = (1/s)sw ⊗ (1/s)u = w ⊗ (1/s)u, so that inverses
of elements of R − P automatically pass through the tensor symbol in W ⊗R M). Thus,
to show that if N ↪→ M is an injection of RP -modules then SQ ⊗RP M → SQ ⊗RP M is
injective, it suffices to show that SQ ⊗R N → SQ ⊗R M is injective. But since SQ is flat
over S and S is flat over R, we have that SQ is flat over R, and the needed injectivity
follows.

Thus SQ is flat over RP . Since the maximal ideal PRP maps into SQ, faithful flatness
is then clear.

(b) When S is faithfully flat over R, R injects into S and the contraction of IS to R is I
for every ideal I of R. (If A is the kernel of R → S, when we apply S ⊗R to A ↪→ R
we get an injection A⊗ S ↪→ S whose image is AS, which is (0). But then A⊗R S = (0),
which implies that A = 0. By base change, (R/I)⊗R S = S/IS is faithfully flat over R/I
for every ideal I of R, and so R/I → S/IS is injective, which means that IS ∩ R = I.)
Hence, for every prime P , the contraction of PS is disjoint from R − P , and so PS is
disjoint from the image of R − P in S. Thus, there is a prime ideal Q of S that contains
PS and is disjoint from the image of R− P , and this means that Q lies over P in R.

(c) The existence of Qn follows from part (b). By a straightforward induction on n, it
suffices to show the existence of Qn−1 ⊆ Qn and lying over Pn−1. Then, once we have found
Qi, . . . , Qn, the problem of finding Qi−1 is of exactly the same sort. Consider the map
RPn → RQn , which is faithfully flat by part (a). Thus, there exists a prime Qn−1 of RQn
lying over Pn−1RPn . Let Qn−1 be the contraction of Qn−1 to R. Since Qn−1 ⊆ QnRQn ,
we have that Qn−1 ⊆ Qn. Since Qn−1 contracts to Pn−1RPn , it contracts to Pn−1 in R,
and so Qn−1 contracts to Pn−1 as well.



10

(d) Given a finite strictly decreasing chain in R, there is a chain in S that lies over it,
by part (c), and the inclusions are strict for the chain in S since they are strict upon
contraction to R. It follows that dim (S) ≥ dim (R). �

All of the completions referred to in the next result are m-adic completions.

Proposition. Let (R, m, K) be a local ring and let R̂ be its completion.
(a) The maximal m

R̂
ideal of R̂ is the expansion of m to R̂. Hence, mnR̂ = mn

R̂
for all

n.
(b) The completion Î of any ideal I of R may be identified with IR̂. In particular, m

R̂
may be identified with m̂.

(c) Expansion and contraction gives a bijection between m-primary ideals of R and m̂-
primary ideals of R̂. If A is an m-primary ideal of R, R/A ∼= R̂/Â.

(d) dim (R) = dim (R̂), and every system of parameters for R is a system of parameters
for R̂.

(e) The embedding dimension of R, which is dimK(m/m2), is the same as the embedding
dimension of R̂.

Proof. Part (b) is a consequence of the fact that completion is an exact functor on finitely
generated R-modules that agrees with R̂ ⊗R : since we have an injection I → R, we
get injections Î ↪→ R̂ and I ⊗R R̂ ↪→ R ⊗R R̂ ∼= R̂. The image of I ⊗R R̂ is IR̂, so
that I ⊗R R̂ ∼= IR̂ ∼= Î ↪→ R̂, as claimed. When I = m, the short exact sequence
0 → m → R → K → 0 remains exact upon completion, and K̂ ∼= K, which shows that
m
R̂

= mR̂, proving (a). When I = A is m-primary, we have that 0 → A → R → R/A is
exact, and so we get an exact sequence of completions

0→ Â→ R̂→ R̂/A→ 0.

Because there is a power of m contained in A, there is a power of m that kills R/A, and
it follows that the natural map R/A ↪→ R̂/A is an isomorphism. The bijection between
m-primary ideals of R and m̂-primary ideals of R̂ may be seen as follows: the ideals of R
containing mn correspond bijectively to the ideals of R/mn, while the ideals of R̂ containing
m̂n = mnR̂ correspond bijectively to the ideals of R̂ containing m̂n. But R/mn ∼= R̂/m̂n.

We have that dim (R̂) ≥ dim (R) since R̂ is faithfully flat over R. But if x1, . . . , xn is
a system of parameters in R, so that mN ⊆ (x1, . . . , xn)R, then m̂n ⊆ (x1, . . . , xn)R̂. It
follows that dim (R̂) ≤ n = dim (R), and so dim (R̂) = dim (R) = n, and it is now clear
that the images of x1, . . . , xn in R̂ form a system of parameters.

Now, m̂/m̂2 ∼= mR̂/m2R̂ ⊆ R̂/m2R̂ ∼= R/m2, and it follows that m̂/m̂2 ∼= m/m2, as
required. �

Remark. Let K be, for simplicity, an algebraically closed field, and let R be a finitely
generated K-algebra, so that the maximal spectrum of R can be thought of as an closed
algebraic set X in some ANk . To get an embedding, one maps a polynomial ring over
K onto R: the least integer N such that K[x1, . . . , xN ] can be mapped onto on R as
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a K-algebra is the smallest integer such that X can be embedded as a closed algebraic
set in ANK . In this context it is natural to refer to N as the embedding dimension of X,
and by extension, of the ring R. We now let K be any field. It is natural to extend this
terminology to complete rings containing a field: the integer dimK(m/m2) gives the least
N such that K[[x1, . . . , xn]] can be mapped onto the complete local ring (R, m, K) when
R contains a field (in which case, as we shall soon see, it has a coefficient field). The term
embedding dimension, which is reasonably natural for complete equicharacteristic local
rings, has been extended to all local rings.

Corollary. A local ring R is regular if and only if R̂ is regular.

Proof. By definition, R is regular if and only if it dimension and embedding dimension are
equal. The result is therefore clear from parts (d) and (e) of the preceding Proposition. �

We now prove the following characterization of equicharacteristic regular local rings,
modulo the final step of proving the existence of coefficient fields in general in characteristic
p > 0.

Corollary. Suppose that (R, m, K) be an equicharacteristic local ring. Then R is reg-
ular of Krull dimension n if and only if R̂ is isomorphic to a formal power series ring
K[[X1, . . . , Xn]].

Proof. We assume the existence of coefficient fields in general for equicharacteristic com-
plete local rings: we give the proof of the remaining case immediately following. By the
preceding Corollary, we may assume that R is complete. It is clear that a formal power
series ring is regular: we want to prove the converse. We have a field K0 ⊆ R such that
K0 ⊆ R � R/m = K is an isomorphism. Let x1, . . . , xn be a minimal set of generators of
m. By the final Theorem of the preceding lecture, we have a map K0[[X1, . . . , Xn]]→ R
sending Xi to xi. By part (b) of the theorem, since the Xi generate m the map is surjec-
tive. By part (c) of the theorem, since x1, . . . , xn is a system of parameters the map is
injective. Thus, the map is an isomorphism. �

Coefficient fields in characteristic p and p-bases

We now discuss the construction of coefficient fields in local rings (R, m, K) of prime
characteristic p > 0 that contain a field when K need not be perfect, which is needed to
complete the proof of the result given at the end of the previous section.

Let K be a field of characteristic p > 0. Finitely many elements θ1, . . . , θn in K −Kp

are called p-independent if [Kp[θ1, . . . , θn] : Kp] = pn. This is equivalent to the assertion
that

Kp ⊆ K[θ1] ⊆ Kp[θ1, θ2] ⊆ · · · ⊆ Kp[θ1, θ2, . . . , θn]

is a strictly increasing tower of fields. At each stage there are two possibilities: either θi+1

is already in Kp[θ1, . . . , θi], or it has degree p over it, since θi+1 is purely inseparable of
degree p over Kp. Every subset of a p-independent set is p-independent. An infinite subset
of K −Kp is called p-independent if every finite subset is p-independent.
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A maximal p-independent subset of K − Kp is called a p-base for K. Zorn’s Lemma
guarantees the existence of a p-base, since the union of a chain of p-independent sets is
p-independent. If Θ is a p-base, then K = Kp[Θ], for an element of K −Kp[Θ] could be
used to enlarge the p-base. The empty set is a p-base for K if and only if K is perfect.

It is easy to see that Θ is a p-base for K if and only if every element of K is uniquely
expressible as a polynomial in the elements of Θ with coefficients in Kp such that the
exponent on every θ is at most p− 1, i.e., the monomials in the elements of Θ of degree at
most p− 1 in each element are a basis for K over Kp.

Now for q = pn, the elements of Θq = {θq : θ ∈ Θ} are a p-base for Kq over Kpq: in
fact we have a commutative diagram:

K
F q−−−−→ Kqx x

Kp −−−−→
Fpq

Kpq

where the vertical arrows are inclusions and the horizontal arrows are isomorphisms: here,
F q(c) = cq. In particular, Θp is a p-base for Kp, and it follows by multiplying the two
bases together that the monomials in the elements of Θ of degree at most p2 − 1 are a
basis for K over Kp2 . By a straightforward induction, the monomials in the elements of
Θ of degree at most pn − 1 in each element are a basis for K over Kpn for every n ∈ N.

Theorem. Let (R, m, K) be a complete local ring of positive prime characteristic p, and
let Θ be a p-base for K. Let T be a subset of R that maps bijectively onto Θ, i.e., a lifting
of the p-base to R. Then there is a unique coefficient field for R that contains T , namely,
K0 =

⋂
nRn, where Rn = Rp

n

[T ]. Thus, there is a bijection between liftings of the p-base
Θ and the coefficient fields of R.

Proof. Note that any coefficient field must contain some lifting of Θ. Observe also that
K0 is clearly a subring of R that contains T . It will suffice to show that K0 is a coefficient
field and that any coefficient field L containing T is contained in K0. The latter is easy:
the isomorphism L → K takes T to Θ, and so T is a p-base for L. Every element of L
is therefore in Lp

n

[T ] ⊆ Rp
n

[T ]. Notice also that every element of Rp
n

[T ] can be written
as a polynomial in the elements of T of degree at most pn − 1 in each element, with
coefficients in Rp

n

. The reason is that any N ∈ N can be written as apn + b with a, b ∈ N
and b ≤ pn − 1. So tN can be rewritten as (ta)p

n

tb, and thus if tN occurs in a term we
can rewrite that term so that it only involves tb by absorbing (ta)p

n

into the coefficient
from Rp

n

. Let us call a polynomial in the elements of T with coefficients in Rp
n

special if
the exponents are all at most pn − 1. Thus, every element of Rp

n

[T ] is represented by a
special polynomial. We shall also say that a polynomial in elements of Θ with coefficients
in Kpn is special if all exponents on elements of T are at most pn − 1. Note that special
polynomials in elements of T with coefficients in Rp

n

map mod m onto special polynomials
in elements of Θ with coefficients in Kpn .
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We next observe that
Rp

n

[T ] ∩m ⊆ mpn .

Write the element of u ∈ Rp
n

[T ] ∩ m as a special polynomial in elements of T with
coefficients in Rp

n

. Then its image in K, which is 0, is a special polynomial in the
elements of Θ with coefficients in Kpn , and so cannot vanish unless every coefficient is
0. This means that each coefficient of the special polynomial representing u must have
been in m ∩Rpn ⊆ mpn . Thus,

K0 ∩m =
⋂
n

(Rp
n

[T ] ∩m) ⊆
⋂
n

mpn = (0).

We can therefore conclude that K0 injects into K. It will suffice to show that K0 → K is
surjective to complete the proof.

Let λ ∈ K be given. Since K = Kpn [Θ], for every n we can choose an element of Rp
n

[T ]
that maps to λ: call it rn. Then rn+1 ∈ Rp

n+1
[T ] ⊆ Rpn [T ], and so rn− rn+1 ∈ Rp

n ∩m ⊆
mpn (the difference rn − rn+1 is in m because both rn and rn+1 map to λ in K). This
shows that {rn}n is Cauchy, and has a limit rλ. It is clear that rλ ≡ λ mod m, since that
is true for every rn. Moreover, rλ is independent of the choices of the rn: given another
sequence r′n with the same property, rn−r′n ∈ Rp

n

[T ]∩m ⊆ mpn , and so {rn}n and {r′n}n
have the same limit. It remains only to show that for every n, rλ ∈ Rp

n

[T ]. To see this,
write λ as a polynomial in the elements of Θ with coefficients of the form cp

n

. Explicitly,

λ =
∑
µ∈F

cp
n

µ µ

where F is some finite set of monomials in the elements of θ. If µ = θk11 · · · θkss , let
µ′ = tk11 · · · tkss , where tj is the element of T that maps to θj . For every µ ∈ F and every
n ∈ N, choose cµ,n ∈ Rn such that cµ,n maps to cµ mod m. Thus, {cµ,n}n is a Cauchy
sequence converging to rcµ . Let

wn =
∑
µ∈F

cp
n

µ,nµ
′

for every n ∈ N. Then wn ∈ Rn and wn ≡ λ mod m. It follows that

lim
n→∞

wn = rλ,

but this limit is also ∑
µ∈F

rp
n

cµ µ
′ ∈ Rn.

�

Remark. This result shows that if (R, m, K) is a complete local ring that is not a field
and K is not perfect, then the choice of a coefficient field is never unique. Given a lifting
of a p-base T , where T 6= ∅ because K is not perfect, we can always change it by adding a
nonzero element of m to one or more of the elements in the p-base.
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The Weierstrass preparation theorem

Before proceeding further with the investigation of coefficient rings in mixed character-
istic, we explore several consequences of the theory that we already have.

Theorem (Weierstrass preparation theorem). Let (A, m, K) be a complete local
ring and let x be a formal indeterminate over A. Let f =

∑∞
n=0 anx

n ∈ A[[x]], where
ah ∈ A − m is a unit and an ∈ m for n < h. (Such an element f is said to be regular
in x of order h.) Then the images of 1, x, . . . , xh−1 are a free basis over A for the ring
A[[x]]/fA[[x]], and every element g ∈ A[[x]] can be written uniquely in the form qf + r
where q ∈ A[[x]], and r ∈ A[x] is a polynomial of degree ≤ h− 1.

Proof. Let M = A[[x]]/(f), which is a finitely generated A[[x]]-module, and so will be sep-
arated in the M-adic topology, where M = (m, x)A[[x]]. Hence, it is certainly separated
in the m-adic topology. Then M/mM ∼= K[[x]]/(f), where f is the image of f under the
map A[[x]] � K[[x]] induced by A � K: it is the result of reducing coefficients of f mod
m. It follows that the lowest nonzero term of f has the form cxh, where c ∈ K, and so
f = xhγ where γ is a unit in K[[x]]. Thus,

M/mM ∼= K[[x]]/(f) = K[[x]]/(xh),

which is a K-vector space for which the images of 1, x, . . . , xh−1 form a K-basis. By the
Proposition on p. 6, 1, x, . . . , xh−1 span A[[x]]/(f) as an A-module. This means precisely
that every g ∈ A[[x]] can be written g = qf + r where r ∈ A[x] has degree at most h− 1.

Suppose that g′f + r′ is another such representation. Then r′ − r = (q − q′)f . Thus, it
will suffice to show if r = qf is a polynomial in x of degree at most h− 1, then q = 0 (and
r = 0 follows). Suppose otherwise. Since some coefficient of q is not 0, we can choose t
such that q is not 0 when considered mod mtA[[x]]. Choose such a t as small as possible,
and let d be the least degree such that the coefficient of xd is not in mt. Pass to R/mt.
Then q has lowest degree term axd, and both a and all higher coefficients are in mt−1, or
we could have chosen a smaller value of t. When we multiply by f (still thinking mod mt),
note that all terms of f of degree smaller than h kill q, because their coefficients are in m.
There is at most one nonzero term of degree h+ d, and its coefficient is not zero, because
the coefficient of xh in f is a unit. Thus, qf has a nonzero term of degree ≥ h+ d > h− 1,
a contradiction. This completes the proof of the existence and uniqueness of q and r. �

Corollary. Let A[[x]] and f be as in the statement of the Weierstrass Preparation The-
orem, with f regular of order h in x. Then f has a unique multiple fq which is a monic
polynomial in A[x] of degree h. The multiplier q is a unit, and qf has all non-leading
coefficients in m. The polynomial qf called the unique monic associate of f .

Proof. Apply the Weierstrass Preparation Theorem to g = xh. Then xh = qf + r, which
says that xh − r = qf . By the uniqueness part of the theorem, these are the only choices
of q, r that satisfy the equation, and so the uniqueness statement follows. It remains only
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to see that q is a unit, and that r has coefficients in m. To this end, we may work mod
mA[[x]]. We use u for the class of u ∈ A[[x]] mod mA[[x]], and think of u as an element of
K[[x]].

Then xh − r = qf . Since f is a unit γ times xh, we must have r = 0. It follows that
xh = xhqγ. We may cancel xh, and so q is a unit of of K[[x]]. It follows that q is a unit
of A[[x]], as asserted. �

Discussion. This result is often applied to the formal power series ring in n-variables,
K[[x1, . . . , xn]]: one may take A = K[[x1, . . . , xn−1]] and x = xn, for example, though,
obviously, one might make any of the variable play the role of x. In this case, a power
series f is regular in xn if it involves a term of the form cxhn with c ∈ K − {0}, and if one
takes h as small as possible, f is regular of order h in xn. The regularity of f of order h
in xn is equivalent to the assertion that under the unique continuous K[[xn]]-algebra map
K[[x1, . . . , xn]] → K[[xn]] that kills x1, . . . , xn−1, the image of f is a unit times xhn. A
logical notation for the image of f is f(0, . . . , 0, xn). The Weierstrass preparation theorem
asserts that for any g, we can write f = qg + r uniquely, where q ∈ K[[x1, . . . , xn]], and
r ∈ K[[x1, . . . , xn−1]][xn]. In this context, the unique monic associate of f is sometimes
call the distinguished pseudo-polynomial associated with f . If K = R or C one can consider
instead the ring of convergent (on a neighborhood of 0) power series. One can carry through
the proof of the Weierstrass preparation theorem completely constructively, and show that
when g and f are convergent, so are q and r. See, for example, [O. Zariski and P. Samuel,
Commutative Algebra, Vol. II, D. Van Nostrand Co., Inc., Princeton, 1960], pp. 139–146.

Any nonzero element of the power series ring (convergent or formal) can be made regular
in xn by a change of variables. The same applies to finitely many elements f1, . . . , fs, since
it suffices to make the product f1 · · · fs regular in xn, (if the image of f1 · · · fs in K[[xn]]
is nonzero, so is the image of every factor). If the field is infinite one may make use of a
K-automorphism that maps x1, . . . , xn to a different basis for Kx1 + · · ·+Kxn. One can
think of f as f0 + f1 + f2 + · · · where every fj is a homogeneous polynomial of degree j in
x1, . . . , xn. Any given form G occurring in fj 6= 0 can be made into a monic polynomial
by a suitable linear change of variables. ( Let d = deg(G). Make a change of variables
in which xn 7→ λnxn and xj 7→ xj + λjxn for 1 ≤ j ≤ n − 1, where the λj are scalars
in the field and λn 6= 0. All we need is for xdn to occur with nonzero coefficient in the
image of G, which is G(x1 + λ1xn, . . . , xn−1 + λn−1xn, λnxn). But the coefficient of xdn in
this homogeneous polynomial can be recovered by substituting x1 = · · · = xn−1 = 0 and
xn = 1, which gives G(λ1, . . . , λn). Since the polynomial xnG is not identically 0, and
since the field is infinite, there is a choice of the λj for which it does not vanish.)

If K is finite one can still get the image of f under an automorphism to be regular
in xn by mapping x1, . . . , xn to x1 + xN1

n , . . . , xn−1 + x
Nn−1
n , xn, respectively, as in the

proof of the Noether normalization theorem, although the details are somewhat more
difficult. Consider the monomials that occur in f (there is at least one, since f is not 0),
and totally order the monomials so that xj11 · · ·xjnn < xk11 · · ·xknn means that for some i,
1 ≤ i ≤ n, j1 = k1, j2 = k2, . . . , ji−1 = ki−1, while ji < ki. Let xd11 · · ·xdnn be the smallest
monomial that occurs with nonzero coefficient in f with respect to this ordering, and let
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d = max{d1, . . . , dn}. Let Ni = (nd)n−i, and let θ denote the continuous K-automorphism
of K[[x1, . . . , xn]] that sends xi 7→ xi + xn

Ni for 1 ≤ i ≤ n − 1, and xn 7→ xn. We claim
that θ(f) is regular in xn. The point is that the value of θ(f) after killing x1, . . . , xn−1 is

f(xN1
n , xN2

n , . . . , xNn−1
n , xn),

and the term c′xe11 · · ·xenn where c′ ∈ K − {0} maps to

c′xe1N1+e2N2+···+en−1Nn−1+en
n .

In particular, there is a term in the image of θ(f) coming from the xd11 · · ·xdnn term in f ,
and that term is a nonzero scalar multiple of

xd1N1+d2N2+···+dn−1Nn−1+dn
n .

It suffices to show that no other term cancels it, and so it suffices to show that if for some
i with 1 ≤ i ≤ n, we have that ej = dj for j < i and ei > di, then

e1N1 + e2N2 + · · ·+ en−1Nn−1 + en > d1N1 + d2N2 + · · ·+ dn−1Nn−1 + dn.

The left hand side minus the right hand side gives

(ei − di)Ni +
∑
j>i

(ej − dj)Nj ,

since dj = ej for j < i. It will be enough to show that this difference is positive. Since
ei > di, the leftmost term is at least Ni. Some of the remaining terms are nonnegative,
and we omit these. The terms for those j such ej < dj are negative, but what is being
subtracted is bounded by djNj ≤ dNj . Since at most n − 1 terms are being subtracted,
the sum of the quantities being subtracted is strictly bounded by ndmaxj>i{dNj}. The
largest of the Nj is Ni+1, which is (dn)n−(i+1). Thus, the total quantity being subtracted
is strictly bounded by (dn)(dn)n−i−1 = (dn)n−i = Ni. This completes the proof that

e1N1 + e2N2 + · · ·+ en−1Nn−1 + en > d1N1 + d2N2 + · · ·+ dn−1Nn−1 + dn,

and we see that θ(f) is regular in xn, as required.

If the Weierstrass Preparation Theorem is proved directly for a formal or convergent
power series ring R over a field K (the constructive proofs do not use a priori knowledge
that the power series ring is Noetherian), the theorem can be used to prove that the ring
R is Noetherian by induction on n. The cases where n = 0 or n = 1 are obvious: the ring
is a field or a discrete valuation ring. Suppose the result is known for the power series ring
A in n − 1 variables, and let R be the power series ring in one variable xn over A. Let
I be an ideal of R. We must show that I is finitely generated over R. If I = (0) this is
clear. If I 6= 0 choose f ∈ I with f 6= 0. Make a change of variables such that f is regular
in xn over A. Then I/fR ⊆ R/fR, which is a finitely generated module over A. By the
induction hypothesis, A is Noetherian, and so R/fR is Noetherian over A, and hence I/fR
is a Noetherian A-module, and is finitely generated as an A-module. Lift these generators
to I. The resulting elements, together with f , give a finite set of generators for I.

Although we shall later give a quite different proof valid for all regular local rings,
we want to show how the Weierstrass preparation theorem can be used to prove unique
factorization in a formal power series ring.
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Theorem. Let K be a field and let R = K[[x1, . . . , xn]] be the formal power series ring
in n variables over K. Then R is a unique factorization domain.

Proof. We use induction on n. If n = 0 then R is a field, and if n = 1, R is a discrete val-
uation ring. In particular, R is a principal ideal domain and, hence, a unique factorization
domain.

Suppose that n > 1. It suffices to prove that if f ∈ m is irreducible then f is prime.
Suppose that f divides gh, where it may be assumed without loss of generality that g, h ∈
m. Then we have an equation fw = gh, and since f is irreducible, we must have that
w ∈ m as well. We may make a change of variables so that all of f, w, g and h are regular
in xn. Moreover, we can replace f , g, and h by monic polynomials in xn over

A = K[[x1, . . . , xn−1]]

whose non-leading coefficients are in Q = (x1, . . . , xn−1)R: we multiply each by a suitable
unit. The equation will hold after we multiply w by a unit as well, although we do not
know a priori that w is a polynomial in xn. We can divide gh ∈ A[xn] by f which is
monic in xn to get a unique quotient and remainder, say gh = qf + r, where the degree
of r is less the degree d of f . The Weierstrass preparation theorem guarantees a unique
such representation in A[[xn]], and in the larger ring we know that r = 0. Therefore, the
equation gh = qf holds in A[xn], and this means that q = w is a monic polynomial in xn
as well.

By the induction hypothesis, A is a UFD, and so A[xn] is a UFD. If f is irreducible in
A[xn], we immediately obtain that f | g or f |h. But if f factors non-trivially f = f1f2 in
A[xn], the factors f1, f2 must be polynomials in xn of lower degree which can be taken to
be monic. Mod Q, f1, f2 give a factorization of xd, and this must be into two powers of x
of lower degree. Therefore, f1 and f2 both have all non-leading coefficients in Q, and, in
particular their constant terms are in Q. This implies that neither f1 nor f2 is a unit of
R, and this contradicts the irreducibility of f in R. Thus, f must be irreducible in A[xn]
as well. �

The mixed characteristic case

Consider a complete local ring (R, m, K). If K has characteristic 0, then Z→ R→ K
is injective, and Z ⊆ R. Moreover, no element of W = Z−{0} is in m, since no element of
W maps to 0 in R/m = K, and so every element of Z− {0} has an inverse in R. By the
universal mapping property of localization, we have a unique map of W−1Z = Q into R,
and so R is an equicharacteristic 0 ring. We already know that R has a coefficient field.
We also know this when R has prime characteristic p > 0, i.e., when Z/pZ ⊆ R.

We now want to develop the structure theory of complete local rings when R need not
contain a field. From the remarks above, we only need to consider the case where K
has prime characteristic p > 0, and we shall assume this in the further development of
the theory. The coefficient rings that we are about to describe also exist in the complete
separated quasi-local case, but, for simplicity, we only treat the Noetherian case.



18

We shall say that V is a coefficient ring if it is a field or if it is complete local of the
form (V, pV, K), where K has characteristic p > 0. If R is complete local we shall say
that V is a coefficient ring for R if V is a coefficient ring, V ⊆ R is local, and the induced
map of residue fields is an isomorphism. We shall prove that coefficient rings always exist.

In the case where the characteristic of K is p > 0, there are three possibilities. It may
be that p = 0 in R (and V ), in which case V is a field: we have already handled this case.
It may be that p is not nilpotent in V : in this case it turns out that V is a Noetherian
discrete valuation domain (DVR), like the p-adic integers. Finally, it may turn out that p
is not zero, but is nilpotent. Although it is not obvious, we will prove that in this case,
and when V is a field of characteristic p > 0, V has the form W/pnW where n ≥ 1 and W
is a DVR with maximal ideal pW .

We first note:

Lemma. Let (R,m,K) be local with K of prime characteristic p > 0. If r, s ∈ R are such
that r ≡ s mod m, and n ≥ 1 is an integer, then for all N ≥ n− 1, with q = pN we have
that rq ∼= sq mod mn.

Proof. This is clear if n = 1. We use induction. If n > 1, we know from the induction
hypothesis that rq ≡ yq mod mN if N ≥ n− 2, and it suffices to show that rpq ≡ ypq mod
mN+1. Since rq = sq + u with u ∈ mN , we have that rpq = (sq + u)p = spq + puw + up,
where puw is a sum of terms from the binomial expansion each of which has the form(
pq
j

)
sjup−j for some j, 1 ≤ j ≤ p − 1, and in each of these terms the binomial coefficient

is divisible by p. Since u ∈ mN and p · 1R ∈ m, puw ∈ mN+1, while up ∈ mNp ⊆ mN+1 as
well. �

Recall that a p-base for a field K of prime characteristic p > 0 is a maximal set of
elements Λ of K −Kp such that for every finite subset of distinct elements λ1, . . . , λh of
Λ, [K(λ1, . . . , λh) : K] = ph. K has a p-base by Zorn’s lemma. The empty set is a p-base
for K if and only if K is perfect. The set of monomials in the the elements of the p-base Λ
such that every exponent is at most p−1 is a Kp-basis for K over Kp, and, more generally,
(∗) for every q = pN , the set of monomials in the elements of Λ such that every exponent
is at most q − 1 is a basis for K over Kq = {aq : a ∈ K}. See pp. 11 and 12.

The following Proposition, which constructs coefficient rings when the maximal ideal
of the ring is nilpotent, is the heart of the proof of the existence of coefficient rings.
Before giving the proof, we introduce the following notation, which we will use in another
argument later. Let x, y be indeterminates over Z. Let q be a power of p, a prime.
Then (x + y)q − xq − yq is divisible by p in Z[x, y], since the binomial coefficients that
occur are all divisible by p, and we write Gq(x, y) ∈ Z[x, y] for the quotient, so that
(x+ y)q = xq + yq + pGq(x, y).

Proposition. Suppose that (R, m, K) is local where K has characteristic p > 0, and that
mn = 0. Choose a p-base Λ for K, and a lifting of the p-base to R: that is, for every λ ∈ Λ
choose an element τλ ∈ R with residue λ. Let T = {τλ : λ ∈ Λ}. Then R has a unique
coefficient ring V that contains T . In fact, suppose that we fix any sufficiently large power
q = pN of p (in particular, N ≥ n − 1 suffices) and let SN be the set of all expressions
of the form

∑
µ∈M rqµµ, where the M is a finite set of mutually distinct monomials in
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the elements of T such that the exponent on every element of T is ≤ q − 1 and every
rqµ ∈ Rq = {rq : r ∈ R}. Then we may take

V = SN + pSN + p2SN + · · ·+ pn−1SN ,

which will be the same as the smallest subring of R containing Rq and T .

Before giving the proof, we note that it is not true in general that Rq is closed under
addition, and neither is SN , but we will show that for large N , V is closed under addition
and multiplication, and this will imply at once that it is the smallest subring of R containing
Rq and T .

Proof of the Proposition. We first note if r ≡ s mod m then rq ≡ sq mod mn if N ≥ n−1,
by the preceding Lemma. Therefore Rq maps bijectively onto Kq = {aq : a ∈ K} when we
take residue classes mod m. By the property (*) of p-bases, the residue class map R→ K
sends SN bijectively onto K.

Suppose that W is a coefficient ring containing T . For each r ∈ R, if w ≡ r mod m,
then wq = rq. Thus, Rq ⊆W . Then SN ⊆W , and so V ⊆W . Now consider any element
w ∈W . Since Sn contains a complete set of representatives of elements of K, every element
of W has the form σ0 + u where u ∈ m ∩W = pW , and so w = σ0 + pw1. But we may
also write w1 in this way and substitute, to get an expression w = σ0 + pσ1 + p2w2, where
σ0, σ1 ∈ Sn and w2 ∈W . Continuing in this way, we find, by a straightforward induction,
that

W = SN + pSN + · · ·+ pjSN

for every j ≥ 1. We may apply this with j = n and note that pn = 0 to conclude that
W = V . Thus, if there is a coefficient ring, it must be V . However, at this point we do
not even know that V is closed under addition.

We next claim that V is a ring. Let V ′ be the closure of V under addition. Then we can
see that V ′ is a ring, since, by the distributive law, it suffices to show that the product of
two elements pirqµ and pjr′qµ′ has the same form. The point is that µµ′ can be rewritten
in the form νqµ′′ where µ′′ has all exponents ≤ q − 1, and pi+j(rr′ν)qµ′′ has the correct
form. Thus, V ′ is the smallest ring that contains Rq and T .

We next prove that V itself is closed under addition. We shall prove by reverse induction
on j that pjV = pjV ′ for all j, 0 ≤ j ≤ n. The case that we are really aiming for is, of
course, where j = 0. The statement is obvious when j = n, since pnV ′ = 0. Now suppose
that pj+1V = pj+1V ′. We shall show that pjV = pjV ′, thereby completing the inductive
step. Since pjV ′ is spanned over pj+1V ′ = pj+1V by pjSn, it will suffice to show that
given any two elements of pjSn, their sum differs from an element of pjSn by an element
of pj+1V ′ = pj+1V . Call the two elements

v = pj
∑
µ∈M

rqµµ

and
v′ = pj

∑
µ∈M

r′mu
qµ,
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where rµ, r′mu ∈ R and M is a finite set of monomials in elements of T , with exponents
≤ q−1, large enough to contain all those monomials that occur with nonzero coefficient in
the expressions for v and v′. Since Sn gives a complete set of representatives of K and rq

only depends on what r is mod m, we may assume that all of the rµ and r′µ are elements
of Sn. Let

v′′ = pj
∑
µ∈M

(rµ + r′µ)qµ.

Then
v′′ − v − v′ = pj

∑
µ∈M

pGq(rµ, r′µ)µ = pj+1
∑
µ∈M

Gq(rµ, r′µ)µ ∈ pj+1V ′,

as required, since all the rµ, r′µ ∈ SN and V ′ is a ring. This completes the proof that
V ′ = V , and so V is a subring of R.

We have now shown that V is a subring of R, and that it is the only possible coefficient
ring. It is clear that pV ⊆ m, while an element of V − pV has nonzero image in K: its
constant term in SN is nonzero, and SN maps bijectively to K. Thus, m ∩ V = pV , and
we know that V/pV ∼= K, since SN maps onto K. It follows that pV is a maximal ideal of
V generated by a nilpotent, and so pV is the only prime ideal of V . Any nonzero element
of the maximal ideal can be written as ptu with t as large as possible (we must have that
t < n), and then u must be a unit. Thus, every nonzero element of V is either a unit, or
a unit times a power of p. It follows that every nonzero proper ideal is generated by pk

for some positive integer k, where k is as small as possible such that pk is in the ideal. It
follows that V is a principal ideal ring. Thus, V is a Noetherian local ring, and, in fact,
an Artin local ring. �

Theorem. Let K, K ′ be isomorphic fields of characteristic p > 0 and let g : K → K ′

be the isomorphism. Let (V, pV,K) and (V ′, pV ′,K ′) be two coefficient rings of the same
characteristic, pn > 0. We shall also write a′ for the image of a ∈ K under g. Let Λ be
a p-base for K and let Λ′ = g(Λ) be the corresponding p-base for K ′. Let T be a lifting of
Λ to V and let T ′ be a lifting of Λ′ to T ′. We have an obvious bijection g̃ : T → T ′ such
that if τ ∈ T lifts λ ∈ Λ then g̃(τ) ∈ T ′ lifts λ′ = g(λ). Then g̃ extends uniquely to an
isomorphism of V with V ′ that lifts g : K → K ′.

Proof. As in the proof of the Proposition on pp. 18–19 showing the existence of a coefficient
ring when mn = 0, we choose N ≥ n − 1 and let q = pN . For every element a ∈ K there
is a unique element ρa ∈ V q that maps to aq ∈ Kq. Similarly, there is a unique element
ρ′a′ ∈ V ′

q that maps to a′q for every a′ ∈ K ′. If there is an isomorphism V ∼= V ′ as stated,
it must map ρa → ρ′a′ for every a ∈ K. Said otherwise, we have an obvious bijection
V q → V ′

q, and g̃ must extend it. Just as in the proof of the Proposition, we can define
SN = S to consist of linear combinations of distinct monomials in T such that in every
monomial, every exponent is ≤ q − 1, and such that every coefficient is in V q. Then
S will map bijectively onto K. We define S′N = S′ ⊆ V ′ analogously. Since S′ maps
bijectively onto K ′, we have an obvious bijection g̃ : S → S′. We use σ′ for the element of
S′ corresponding to σ ∈ S.
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Every element v ∈ V must have the form σ0 + pv1 where σ0 is the unique element of
S that has the same residue as v modulo pV . Continuing this way, as in the proof of the
previous Proposition, we get a representation

v = σ0 + pσ1 + p2σ2 + · · ·+ pn−1σn−1

for the element v ∈ V , where the σj ∈ S. We claim this is unique. Suppose we have
another such representation

v = σ∗0 + pσ∗1 + · · ·+ pn−1σ∗n−1.

Suppose that σi = σ∗i for i < j. We want to show that σj = σ∗j as well. Working in
V/pj+1V we have that σjpj = σj+1p

j , i.e., that (σj − σ∗j ) kills pj working mod pj+1. By
part (a) of the Lemma that follows just below, we have that σj − σ∗j ∈ pV , and so σj and
σ∗j represent the same element of K = V/pV , and therefore are equal.

Evidently, any isomorphism V ∼= V ′ satisfying the specified conditions must take
σ0 + pσ1 + · · ·+ pn−1σn−1

to
σ′0 + pσ′1 + · · ·+ pn−1σ′n−1.

To show that this map really does give an isomorphism of V with V ′ one shows simul-
taneously, by induction on j, that addition is preserved in pjV , and that multiplication is
preserved when one multiplies elements in phV and piV such that h + i ≥ j. For every
element a ∈ K, let σa denote the unique element of S that maps to a. Note that we may
write ρa as σqa, since σa has residue a mod pV .

Now,
pjρaµ+ pjρbµ = pj(σqa + σqb )µ = pj

(
(σa + σb)q − pGq(σa, σb)

)
,

where Gq(x, y) ∈ Z[x, y] is such that (x + y)q = xq + yq + pGq(x, y). Since σa + σb has
residue a+ b mod pV , we have that (σa + σb)q = ρa+b, and it follows that

pjρaµ+ pjρbµ = pjρa+bµ− pj+1Gq(σa, σb)µ.
We have similarly that

pjρ′a′µ+ pjρ′b′µ
′ = pjρ′a′+b′µ

′ − pj+1Gq(σ′a′ , σ
′
b′)µ

′,

and it follows easily that addition is preserved by our map pjV → pjV ′: note that
pj+1Gq(σa, σb)µ maps to pj+1Gq(σ′a′ , σ

′
b′)µ

′ because all terms are multiples of pj+1 (the
argument here needs the certain multiplications are preserved as well addition).

Once we have that our map preserves addition on terms in pjV , the fact that it preserves
products of pairs of terms from phV × piV for h+ i ≥ j follows from the distributive law,
the fact that addition in pjV is preserved, and the fact that there is a unique way of writing
µ1µ2, where µ1 and µ2 are monomials in the elements of T with all exponents ≤ q − 1, in
the form νqµ3 where all exponents in µ3 are ≤ q − 1, and

(phρaµ1)(piρbµ2) = ph+i(σaσbν)qµ3

in V , while
(phρ′a′µ

′
1)(piρ′b′µ

′
2) = ph+i(σ′a′σ

′
b′ν
′)qµ′3

in V ′. �
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Lemma. Let K be a field of characteristic p > 0 and let (V, pV, K), (W, pW,K) and
(Vn, pVn, K), n ∈ N, be coefficient rings.
(a) If pt = 0 while pt−1 6= 0 in V , which is equivalent to the statement that pt is the

characteristic of V , then AnnV pjV = pt−jV , 0 ≤ j ≤ t. Moreover, if ps = 0 while
ps−1 6= 0 in W , and W � V is a surjection, then V = W/ptW .

(b) Suppose that
V0 � V1 � · · ·� Vn � · · ·

is an inverse limit system of coefficient rings and surjective maps, and that the char-
acteristic of Vn is pt(n) where t(n) ≥ 1. Then either t(n) is eventually constant, in
which case the maps hn : Vn+1 � Vn are eventually all isomorphisms, and the inverse
limit is isomorphic with Vn for any sufficiently large n, or t(n) → ∞ as n → ∞, in
which case the inverse limit is a complete local principal ideal V with maximal ideal
pV and residue class field K. In particular, the inverse limit V is a coefficient ring.

Proof. (a) Every ideal of V (respectively, W ) has the form pkV (respectively, pW )for a
unique integer k, 0 ≤ k ≤ t (respectively, 0 ≤ k ≤ s) The first statement follows because
k+j ≥ n iff k ≥ n−j. The second statement follows because V must have the form S/pkS
for some k, 0 ≤ k ≤ S, and the characteristic of S/pkS is pk, which must be equal to pt.

(b) If t(n) is eventually constant it is clear that all the maps are eventually isomorphisms.
Therefore, we may assume that t(n)→∞ as n→∞. By passing to an infinite subsequence
of the Vn we may assume without loss of generality that t(n) is strictly increasing with n.
We may think of an element of the inverse limit as a sequence of elements vn ∈ Vn such
that vn is the image of vn+1 for every n. It is easy to see that one of the vn is a unit if
and only if all of them are. Suppose on the other hand that none of the vn is a unit. Then
each vn can be written as pwn for wn ∈ Vn. The problem is that while pwn+1 maps to
pwn, for all n, it is not necessarily true that wn+1 maps to wn.

Let hn be the map Vn+1 → Vn. For all n, let w′n = hn(wn+1). We will show that for all
n, vn = pw′n and that hn(w′n+1) = w′n for all n. Note first that hn(pwn+1) = pwn = vn,
and it is also pw′n. This establishes the first statement. Since p(wn+1 − w′n+1) = 0, it
follows that wn+1 − w′n+1 = pt(n+1)−1δ, by part (a). Then

w′n = hn(wn+1) = hn(w′n+1) + pt(n+1)−1hn(δ) = hn(w′n+1),

as required, since pt(n+1)−1 is divisible by pt(n), the characteristic of Vn.

It follows that the inverse limit has a unique maximal ideal generated by p. No nonzero
element is divisible by arbitrarily high powers of p, since the element will have nonzero
image in Vn for some n, and its image in this ring is not divisible by arbitrarily high powers
of p. It follows that every nonzero element can be written as a power of p times a unit,
and no power of p is 0, because the ring maps onto V/pt for arbitrarily large values of t. It
is forced to be an a principal ideal domain in which every nonzero ideal is generated by a
power of p. The fact that the ring arises as an inverse limit implies that it is complete. �
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Theorem. Let K be a field of characteristic p > 0. Then there exists a complete Noe-
therian valuation domain (V, pV, K) with residue class field K.

Proof. It suffices to prove that there exists a Noetherian valuation domain (V, pV, K): its
completion will then be complete with the required properties. Choose a well-ordering of
K in which 0 is the first element. We construct, by transfinite induction, a direct limit
system of Noetherian valuation domains {Va, pVa, Ka} indexed by the well-ordered set K
and injections Ka ↪→ K such that

(1) K0
∼= Z/pZ

(2) The image of Ka in K contains a.

(3) The diagrams
Vb � Kb ↪→ K
↑ ↑ ||
Va � Ka ↪→ K

commute for all a ≤ b ∈ K.

Note the given a direct limit system of Noetherian valuation domains and injective local
maps such that the same element, say, t (in our case t = p) generates all of their maximal
ideals, the direct limit, which may be thought of as a directed union, of all of them is a
Noetherian discrete valuation domain such that t generates the maximal ideal, and such
that the residue class field is the directed union of the residue class fields. Every element of
any of these rings not divisible by t is a unit (even in that ring): thus, if W is the directed
union, pW is the unique maximal ideal. Every nonzero element of the union is a power of
t times a unit, since that is true in any of the valuation domains that contain it, and it
follows that every nonzero ideal is generated by the smallest power of p that it contains.
The statement about residue class fields is then quite straightforward.

Once we have a direct limit system as described, the direct limit will be a discrete
Noetherian valuation domain in which p generates the maximal ideal and the residue class
field is isomorphic with K.

It will therefore suffice to construct the direct limit system.

We may take V0 = ZP where P = pZ. We next consider an element b ∈ K which
is the immediate successor of a ∈ K. We have a Noetherian discrete valuation domain
(Va, pVa, Ka) and an embedding Ka ↪→ K. We want to enlarge Va suitably to form Vb. If b
is transcendental over Ka we simply let Vb be the localization of the polynomial ring Va[x]
in one variable over Va at the expansion of pVa: the residue class field may be identified
with Ka(x), and the embedding of Ka ↪→ K may be extended to the simple transcendental
extension Ka(x) so that x maps to b ∈ K.

If b is already in the image of Ka we may take V − b = Va. If instead b is algebraic
over the image of Ka, but not in the image, then it satisfies a minimal monic polynomial
g = g(x) of degree at least 2 with coefficients in the image of Ka. Lift the coefficients to
Va so as to obtain a monic polynomial G = G(x) of the same degree over Va. We shall
show that Vb = Va[x]/

(
G(x)

)
has the required properties. If G were reducible over the
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fraction field of Va, by Gauss’ Lemma it would be reducible over Va, and then g would be
reducible over the image of Ka in K. If follows that

(
G(x)

)
is prime in Va[x]m and so Vb

is a domain that is a module-finite extension of Va. Consider a maximal ideal m of Vb.
Then the chain m ⊃ (0) in Vb lies over a chain of distinct primes in Va: since Va has only
two distinct primes, we see that m lies over pVa and so p ∈ m. But

Vb/pVa ∼= Im (Ka)[x]/g(x) ∼= Im (Ka)[b],

and so p must generate a unique maximal ideal in Vb, and the residue class field behaves
as we require as well.

Finally, if b is a limit ordinal, we first take the direct limit of the system of Noetherian
discrete valuation domains indexed by the predecessors of b, and then enlarge this ring as
in the preceding paragraph so that the image of its residue class field contains b. �

Corollary. If p is a positive prime integer and K is field of characteristic p, there is, up
to isomorphism, a unique coefficient ring of characteristic p > 0 with residue class field
K and characteristic pt, and it has the form V/ptV , where (V, pV,K) is a Noetherian
discrete valuation domain.

Proof. By the preceding Theorem, we can construct V so that it has residue field K. Then
V/ptV is a coefficient ring with residue class field K of characteristic p, and we already
know that such all rings are isomorphic, which establishes the uniqueness statement. �

Corollary. Let p be a positive prime integer, K a field of characteristic p, and suppose
that (V, pV, K) and (W, pW, K) are complete Noetherian discrete valuation domains with
residue class field K. Fix a p-base Λ for K. Let T be a lifting of Λ to V and T ′ a lifting
to W . Then there is a unique isomorphism of V with W that maps each element of T to
the element with the same residue in Λ in T ′.

Proof. By our results for the case where the maximal ideal is nilpotent, we get a unique
such isomorphism V/pnV ∼= W/pnW for every n, and this gives an isomorphism of the
inverse limit systems

V/pV � V/p2V � · · ·� V/pnV � · · ·

and
W/pW � W/p2W � · · ·� W/pnW � · · ·

that takes the image of T in each V/pnV to the image of T ′ in the corresponding W/pnW .
This induces an isomorphism of the inverse limits, which are V and W , respectively. �

Theorem (I. S. Cohen). Every complete local ring (R, m, K) has a coefficient ring. If
the residue class field has characteristic p > 0, there is a unique coefficient ring containing
a given lifting T to R of a p-base Λ for K.

Proof. We may assume that K has characteristic p > 0: we already know that there is a
coefficient field if the characteristic of K is 0.
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Any coefficient ring for R containing T must map onto a coefficient ring for R/mn

containing the image of T . Here, there is a unique coefficient ring Vn, which may be
described, for any sufficiently large q = pN , as the smallest subring containing all q th
powers and the image of T . We may take q large enough that it may be used in the
description of coefficient rings Vn+1 for Rn+1 and Vn for Rn, and it is then clear that
Rn+1 � Rn induces Vn+1 � Vn. If we construct lim

←− n
Vn and lim

←− n
Rn as sequences of

elements {rn}n such that rn+1 maps to rn for all n, it is clear that lim
←− n

Vn ⊆ lim
←− n

Rn. By

part (b) of the Lemma on p. 2, V = lim
←− n

Vn is a coefficient ring, and so V is a coefficient
ring for R. �

Corollary. Every complete local ring (R, m, K) is a homomorphic image of a complete
regular local ring. In the equicharacteristic case, this may be taken to be a formal power
series ring over a field. If R does not contain a field, we may take the regular ring to be
formal power series over a Noetherian discrete valuation ring that maps onto a coefficient
ring for R.

Proof. We already know this in the equicharacteristic case. In the remaining cases, K
has characteristic p and R has a coefficient ring which is either a Noetherian discrete
valuation ring (V, pV, K) or of the form V/pnV for such a ring V . Let p, u1, . . . , us be
generators for the maximal ideal of R, and map V [X1, . . . , Xs]→ R as a V -algebra such
that Xj 7→ uj , 1 ≤ j ≤ s, which induces a map V [[X1, . . . , Xs]] → R. By part (c) of the
second Proposition on p. 7, this map is surjective. �

Corollary. Let (R, m, K) be a complete local ring of mixed characteristic p > 0. Let
(V, pV, K) be a coefficient ring for R, and let x1, . . . , xd−1 ∈ R have images that are a
system of parameters for R/pR. Map V [[X1, . . . , Xd−1]]→ R as V -algebras by sending Xj

to xj, 1 ≤ j ≤ d−1. Then R is module-finite over the image of V [[X1, . . . , Xd−1]], and if R
is a domain, or, more generally, if p is part of a system of parameters for R (equivalently, p
is not in any minimal prime of R such that dim (R/P ) = dim (R)), then V is a Noetherian
discrete valuation domain, and R is a module-finite extension of V [[X1, . . . , Xd−1]].

Proof. That R is module-finite over the image is immediate form part (b) of the second
Proposition on p. 7. If p is part of a system of parameters, then dim (R) = d. It follows
that the kernel of the map from the domain V [[X1, . . . , Xd−1]] to R is (0), or else R will
be module-finite over a domain of dimension d− 1. �

Note, however, that R = V [[x]]/px is not module-finite over a formal power series ring
over a coefficient ring. V is a coefficient ring, but p is not part of a system of parameters.
R is one dimensional, and it is not module-finite over V .

A regular local ring (R, m, p) of mixed characteristic p is called unramified if, equiva-
lently:

(1) p /∈ m2.
(2) R/pR is also regular.

A quotient of a regular local ring by an ideal J is regular if and only if J is generated
by part of a minimal set of generators for the maximal ideal of the regular local ring.
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(The “if” direction is clear: we may kill the generators of J one at a time. Each time,
since the ring is a domain, the Krull dimension drops by exactly one, and so does the
imbedding dimension. For the “only if” direction, note that if J ⊆ m2 in nonzero, killing
J decreases the Krull dimension without decrreasing the embedding dimension, and so the
quotient ring cannot be regular. If J 6⊆ m2 then J contains an element x1 that is part of
a minimal set of generators for m. The result know follows by induction on dim(R) by
passing to J/x1R ⊆ R/x1R. We have that R/x1R is still regular, and the new quotient
is still ∼= R/J .) In particular, R/pR is regular if and only if p is part of a minimal set of
generators for m, and this holds if and only if p /∈ m2. Note that if Q is a prime ideal of
an unramified regular local ring of mixed characteristic, then if p /∈ Q we have that RQ
is an equicharacteristic 0 regular local ring, while if p ∈ Q then RQ is again unramified,
because RQ/pRQ is a localization of R/pR and therefore is again regular.

Theorem. Let (R, m, K) be a complete regular local ring of Krull dimension d. If R
is equicharacteristic then R ∼= K[[X1, . . . , Xd]]. If R is mixed characteristic with K of
characteristic p > 0 then R is unramified if and only if R ∼= V [[X1, . . . , Xd−1]], a formal
power series ring, where (V, pV, K) is a coefficient ring (and so is a complete Noetherian
discrete valuation domain). If R is mixed characteristic with K of characteristic p > 0 then
R is ramified regular iff R ∼= T/(p−G) where V is a coefficient ring that is a Noetherian
discrete valuation domain, T = V [[x1, . . . , xd]] is a formal power series ring with maximal
ideal mT , and and G ∈ m2

T − pT .

Proof. In the unramified case, p may be extended to a minimal set of generators for m,
say p, x1, . . . , xd−1. We are now in the situation of both preceding corollaries: we get a
map V [[X1, . . . , Xd−1]] → R such that the residue field of V maps onto that of R, while
the images of p, x1, . . . , xd−1 generate m. This implies that the map is onto. But, as
in preceding Corollary, the map is injective. Thus, R ∼= V [[X1, . . . , Xd−1]]. Conversely,
with (V, pV,K) a Noetherian complete discrete valuation domain, V [[X1, . . . , Xd−1]] is a
complete regular local ring of mixed characteristic and p /∈ m2.

Now suppose that p ∈ m2. Choose a minimal set of generators x1, . . . , xd for m. The we
still get a surjection V [[X1, . . . , Xd]] � R. Since R is regular it is a domain, and the kernel
must be a height one prime of T = V [[x1, . . . , xd]], since dim(R) = d. But V [[x1, . . . , xd]]
is regular, and therefore a UFD, and so this height one prime P is principal. Since p ∈ m2

and m2
T maps onto m2, we get an element of Ker (T � R) of the form p − G, where

G ∈ m2
T . The element G cannot be divisible by p: if it were, G = pG0 with G0 ∈ m, and

then p−G = p(1−G0) generates pT , since 1−G0 is a unit, while p 6= 0 in R. Conversely,
if G ∈ m2

T and G /∈ pT , then p − G ∈ mT − m2
T , and so it is part of a minimal set of

generators for mT . Therefore R = T/(p − G) is regular. Since G /∈ pT , p − G and p are
not associates, and, in particular, p is not a multiple of p−G. Since p is nonzero in R, R
is of mixed characteristic. Since G ∈ m2

T , p is in the square of the maximal ideal of R, i.e.,
R is a ramified regular local ring. �

Corollary. Every complete local ring (R, m, K) is a homomorphic image of a complete
regular local ring. In the equicharacteristic case, this may be taken to be a formal power
series ring over a field. If R does not contain a field, we may take the regular ring to be
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formal power series over a Noetherian discrete valuation ring that maps onto a coefficient
ring for R.

Proof. We already know this in the equicharacteristic case. In the remaining cases, K
has characteristic p and R has a coefficient ring which is either a Noetherian discrete
valuation ring (V, pV, K) or of the form V/pnV for such a ring V . Let p, u1, . . . , us be
generators for the maximal ideal of R, and map V [X1, . . . , Xs]→ R as a V -algebra such
that Xj 7→ uj , 1 ≤ j ≤ s, which induces a map V [[X1, . . . , Xs]] → R. By part (c) of the
second Proposition on p, 7, this map is surjective. �

Corollary. Let (R, m, K) be a complete local ring of mixed characteristic p > 0. Let
(V, pV, K) be a coefficient ring for R, and let x1, . . . , xd−1 ∈ R have images that are a
system of parameters for R/pR. Map V [[X1, . . . , Xd−1]]→ R as V -algebras by sending Xj

to xj, 1 ≤ j ≤ d−1. Then R is module-finite over the image of V [[X1, . . . , Xd−1]], and if R
is a domain, or, more generally, if p is part of a system of parameters for R (equivalently, p
is not in any minimal prime of R such that dim (R/P ) = dim (R)), then V is a Noetherian
discrete valuation domain, and R is a module-finite extension of V [[X1, . . . , Xd−1]].

Proof. That R is module-finite over the image is immediate form part (b) of the second
Proposition on the third page of the Lecture Notes of January 12. If p is part of a system
of parameters, then dim (R) = d. It follows that the kernel of the map from the domain
V [[X1, . . . , Xd−1]] to R is (0), or else R will be module-finite over a domain of dimension
d− 1. �

Note, however, that R = V [[x]]/(px) is not module-finite over a formal power series ring
over a coefficient ring. V is a coefficient ring, but p is not part of a system of parameters.
R is one dimensional, and it is not module-finite over V .


