Math 711: Lecture of November 10, 2006

Before proceeding further with our study of Lech’s conjecture, we want to discuss a
result known as the associativity of multiplicities whose proof uses Lech’s theorem on
computing multiplicities using ideals generated by powers of parameters.

Before we prove this result, we want to make some remarks on the behavior of limits
of real-valued functions of two integer variables: these might as well be positive, since we
will be taking limits as the variables approach +oco either jointly or independently. Let
G(m, n) be such a function, and suppose that

lim  G(m, n)

(m,n)—o0
exists, and also that the iterated limit

lim ( lim G(m, n))

m—00  N—00

exists as well. Then they are equal. If the joint limit is L, then, given ¢ > 0 there exists
N such that for all m,n > N, |L — G(m, n)| < e. It follows that each for m > n,

L,, = lim G(m, n), which we are assuming exists, is such that |L — L,,| < ¢, since all of
n—oo

the values of G(m, n) are at distance at most € from L for all m > N. It also follows that
the iterated limit must have a value that is at distance at most € from L. Since this is true
for all € > 0, the iterated limit must be L.

Note however, that when the joint limit exists, it is possible that neither iterated limit
exists. E.g., for m, n > 1 we can let

G(m,n) =1/ min{m, n}

if m 4+ n is even and 0 if m + n is odd. For any fixed m, the function takes on the values
1/m and 0O alternately for large n, and the iterated limit does not exist.

On the other hand, observe that we can define G(m,n) =1 if m > n and G(m,n) =0
if m < n. The iterated limits both exist, but are different, and the joint limit does not
exist. If, alternatively, we define G(m, n) = 0 when m = n and G(m, n) = 1 when m # n,
both iterated limits exist and are equal, but the joint limit does not.

Note that the Corollary on p. 5 of the Lecture Notes of October 20 is a special case of
the following Theorem, namely the case where r = 0. It is also used in the proof.

Theorem (associativity of multiplicities). Let M be a module of dimenson d over a

local ring R of dimension d. Let x1, ... ,xq be a system of parameters for R, and let I =

(1, ... ,xq)R. Letr, s be nonnegative integers such thatr+s =d. Let A = (z1, ... ,z,)R
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and B = (xy41, ..., xq)R. Let P be the set of minimal primes of x1, ... ,x, such that
dim Mp +dim (R/P) = d. Then

er(M) =Y exn(R/P)ea(Mp).
PcPpP

Proof. Let ,, = (2", ..., 2")R and B,, = (2", 4, ..., 2;)R. Consequently, by Lech’s
result on calculation of multiplicities, which is the Theorem on p. 3 of the Lecture Notes
of October 25,

(M) = Iim 0(M /(K + B) M)

m,n— oo mTns

In this instance we know that the joint limit exists. The iterated limit exists as well, since
we have

M/ (A + Bn) M y
lim (% lim g( /(an:-%) )): lim egB(Mn/ﬁl M)

Since M and R have dimension d and x1, ...,xq is a system of parameters, so is
o, alt a2y, and M/, M will have dimension s. P will be a (necessarily
minimal) prime of the support of M/, M such that dim (R/P) = dim (M /AM) if and
only if P contains 2(, P contains Supp (M), and dim (R/P) = s. Since dim (R/A) = s, P
must be a minimal prime of A. Let Q denote the set of minimal primes of 2 such that
dim (R/P) = s. By the Corollary on p. 5 of the Lecture Notes of October 20,

en(M/UnM) = Y " en(R/P)lr,(Mp/%nMp).
PeQ

Note that since P is a minimal prime of 2, 2 expands to an ideal primary to the maximal
ideal in Rp. Consequently,

M/, M !/ M mM
lim ess (M /2 ): Zesg(R/P) lim Rp(Mp/2A P).
m— oo mT m— o0 mT
PeQ
We now see that the iterated limit exists. Note that
/ Mp /U, M
lim rp(Mp/ P)
m— oo mT

is 0 if dim (Mp) < r, and eg(Mp) otherwise. Therefore we need only sum over those
minimal primes P of 2 in Supp (M) such that dim (Mp) = r and dim (R/P) = s. The
latter two conditions are equivalent to the condition dim (Mp) + dim (R/P) = d given
that P € Supp (M) contains 2, since dim (Mp) < dim(Rp) < r and dim(R/P) <
dim (M /AM) = s.
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However, if P is a minimal prime of 2, we do not need to require that P € Supp (M),
for if not Mp = 0 and the term corresponding to P does not affect the sum. Therefore,
the value does not change if we sum over primes P € P, and this yields

er(M) = ex(R/P)ea(Mp),
Pep

as required. [J

Our next objective is to obtain some classes of local rings R such that Lech’s conjecture
always holds for flat local maps R — S. Lech proved the result for the case where dim (R) <
2. However, we shall first focus on cases that are given by the existence of linear maximal
Cohen-Macaulay modules and related ideas.

We shall say that an R-module M has rank p if there is a short exact sequence
0—-R' - M—-C—0

such that dim (C) < dim (R). If M has rank p for some p, we shall say that M is an
R-module with rank. When R is a domain, M always has rank equal to the maximum
number of elements of M linearly independent over R. When R has a module M of rank
p, e(M) = pe(R), by the additivity of multiplicities.

The following result is very easy, but very important from our point of view.

Theorem. Let (R, m, K) be a local ring that has a linear mazimal Cohen-Macaulay mod-
ule of rank p. Then for every flat local map (R, m, K) — (S, n, L), e(R) < e(S).

Proof. As observed earlier, we may assume that mR is n-primary. It follows that S @ M
is Cohen-Macaulay over S, and also has rank p. Then

e(R) = e(M) = S v(M) = %u(s op M) < Ze(SoM)=e(S). O

1

P P

Therefore, Lech’s conjecture holds for any ring R that admits a maximal Cohen-Macaulay

module M such that e(M) = v(M). Consequently, we shall focus for a while on the prob-
lem of constructing linear maximal Cohen-Macaulay modules.

However, we first want to point out the following idea, which has also been used to
settle Lech’s conjecture in important cases. Suppose that R and S are as in the statement
of the Theorem just above, and that M is any Cohen-Macaulay module with rank, say p.
Then

e(S) = %e<s @r M) > 2 (S or M) = %V<M> = Loy V) g

|
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o
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Hence:
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Theorem. Let (R, m, K) be a local ring that has a sequence of Cohen-Macaulay modules
{M,,} with rank such that
I v(M)
im
n—oo e(M)

Then for every flat local map (R, m, K) — (S, n, L), e(R) <e(S). O

= 1.

Remark. In fact, it suffices if there is any Cohen-Macaulay module M with rank such that
v(M) e(R)—1

e(M) e(R)

Lech’s conjecture is easy in dimension 0: it reduces to the case where R is a local
domain, and therefore a field. Thus, e(R) =1 < e(S5).

In dimension one, we need only consider the case of a local domain.
Theorem. Let (R, m, K) be a local domain with an infinite residue class field. Then m*
s a linear maximal Cohen-Macaulay module for all sufficiently large k > 0

Therefore Lech’s conjecture holds for all local rings R of dimension at most one.

Proof. Since the Hilbert polynomial £(R/m™ " is e(R)n + ¢ for some constant c, it follows
that £(m* /m*F+1) = e(R) for all k > 0. But this is also v(m*). Since R is a one-dimensional
domain, any nonzero torsion-free module is Cohen-Macaulay. [

Remark. When the residue field is infinite, we can argue alternatively that m has a reduc-
tion xR, and then for sufficiently large k, m**! = zm*.

We shall eventually prove that if (R, m, K) is local such that R has a linear maximal
Cohen-Macaulay module, and f € m is such that the leading form of f in gr,. (R) is a
nonzerodivisor, then R/fR has a linear maximal Cohen-Macaulay module. It will follow
that if R is a strict complete intersection, i.e., has the form T/(f1, ..., fn) where (T, M)
is regular and the leading forms of the f; form a regular sequence in gr,,7’, then R has a
linear maximal Cohen-Macaulay module. This will take a considerable effort.



