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Math 122
June 2015
Jenny Wilson

Name:

Instructions: This exam has 9 questions for a total of 50 points.

This exam is closed-book. No books, notes, cell phones, or calculators are permitted. Scratch
paper is available.

Fully justify your answers unless directed otherwise. You may cite any results from class
or the homeworks without proof, but do give a complete statement of the result you are using.

You have 180 minutes to complete the exam. If you finish early, consider checking your work
for accuracy.

Jenny is available to answer questions.
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1. (a) (2 points) Classify (up to conjugacy) all linear maps T : C* — C* with character-
istic polynomial ¢(z) = (z — 1)*(x — 2). No justification necessary.

Each conjugacy class has a unique representative in Jordan canonical form. From
the characteristic polynomial we see that 7" has eigenvalue 1 with algebraic mul-
tiplicity 3 (JCF has three 1’s on its diagonal), and eigenvalue 2 with algebraic
multiplicity 1 (JCF has one 2 on its diagonal).

Without additional information, we do not know whether there are 1, 2 or 3 Jordan
blocks associated to the eigenvalue 1. This gives the three possible Jordan form

representatives:
1000 1100 1100
0100 0100 0110
0010 0010 0010
000 2 000 2 000 2

Every linear transformation 7' : C* — C* is conjugate to one and only one of these

three matrices.

(b) (1 point) Write down the companion matrix (in the sense of rational canonical
form) to the polynomial x* + 323 + x — 1. No justification necessary.

In general, the companion matrix to a polynomial p(z) = 2*+b,_12* 1+ - -+bjz+b
is the (k x k) matrix

000 0 —b
100 0 b
010 0 —b
00 1 0 —bs
000 1 b

(This is the matrix that represents the linear map “multiplication by z” on the

F
F[z]-module < ([a:% with respect to the basis {1,z,2?%,..., 2" }. It has the prop-
p(x

erty that its characteristic polynomial is p(x).)

For the polynomial % + 323 + 2 — 1, the companion matrix is

o O = O
o= O O
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(c¢) (4 points) Under each of the matrices A (in rational canonical form) and B (in
Jordan canonical form), fill in requested data. No justification necessary. You
do not need to expand / factor / simplify your polynomials.

1100000
100 0 01 00O0O0O
Y 0 00 0 s 0010O0O0O0
N N EERERE
0 010 00 0O0O030
0000003
characteristic polynomial: (x+1)(z3 — ) (x —1)3(z — 2)*(x — 3)?
minimal polynomial: (23 — ) (x — 1)*(z — 2)*(x — 3)
elementary divisors: (x+1), (x+1), (x —1)2, (z—1), (z—2)%
(x—=1), z (x —2)2, (x —3), (x—3)
invariant factors: (x+1), (23 —1x) (z —1)*(z — 2)*(z — 3),
(x —1)(x — 3)
dimension of the eigenspace E) dim(E_;) =2, dim(E;) =1 dim(E)) =2, dim(Ey) =1
for each eigenvalue \: dim(Ep) =1 dim(E5) = 2
dimension of the generalized eigenspace dim(G_) =2, dim(Gh) = 3,
G, for each eigenvalue \: dim(Gq) =1, dim(Gy) =1 dim(Gsy) = 2, dim(G3) = 2
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2. (4 points) Prove or disprove: There is an isomorphism of Q vector spaces Q ®z Q = Q.

(A solution to this question appeared in a homework assignment — but give a complete
proof here; do not just cite this assignment).

This statement is true, and we will construct an isomorphism of rational vector spaces.
First, consider the map
p:QxQ—Q
(a,b) — ab
We can check that this map is Z—balanced: for all a,b,c € Q and n € Z,
p(a+c,b) = (a+c)(b) = ab+ cb= p(a,b) + ¢(c, b)
p(a,b+c) = (a)(b+c) = ab+ ac = ¢(a,b) + ¢(a, )
p(an,b) = (an)(b) = a(nb) = ¢(a,nb)
It follows that ¢ factors through the tensor product, giving a map
P:Q®;,Q —Q

a®br—ab
Moreover, this map is a map of rational vector spaces, since for any ¢ € Q we have
®(ga ®b) = qab = qP(a® D).
To show @ is an isomorphism, we will construct an inverse. Define

UV:Q—Q®zQ
g—q®1

Then
PoW(q) =d(q®1)=(qg)(1) =g,

so ® o ¥ is the identity map on Q. In the other direction,
Vod(a®b)=V(ab) = (ab) ® 1

To complete the proof that ¥ o @ is the identity map on Q ®z Q, we need to show that
(ab) ® 1 = a®b. Write a and b as reduced integer fractions a = ™, b = % Using the
property that gn ® p = ¢ ® np for any integer n, we have:

m\ [k m\ [k l m\ (1 1
we1=(3)(7)e1=(7)(F)ei= () (F)e7)
m\ (1 1 m\ (¥ k
() E)ren(i) = ()(7) oo
So we have U = &~ and we conclude that ® is an isomorphism of Q vector spaces

P:Q®,Q=0Q.
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3. (4 points) Find an example of a ring R and a right R—module M such that the func-
tor from R-modules to abelian groups M ® g — is not exact. Fully explain your solution.

To show that M ®p — is not exact, we need to find a short exact sequence of R—modules
that, after applying the functor M ®g —, yields a short exact sequence of abelian groups
that is not exact.

One solution: Let R = Z, and let M = Z/27. Consider the short exact sequence of

Z—modules

0 —2/22 —2— 7/47 — "2 797, 5 0

Here, the first map is multiplication by 2, and the second map is reduction mod 2.

Applying the functor, we get:

0 ——7Z/27 @y L) 27—+ L)AL Q4 L) 27 — 1) 27 @y, L) 27 — 0

a@b———>2a®b, c¢®d——(cmod2)®d

We know from the homework that we have an isomorphism of Z-modules

Z)m7Z @z 7.)nZ. — 7.)gcd(m, n)Z
a®br——ab (mod ged(m,n))
d® 11— d (mod ged(m,n))

Under this isomorphism, our two maps become

(mod 2)

d—>dol 25 2d01 —2d  and  d — d®1 (d mod 2)®1 — (d mod 2)

The resultant short exact sequence is:

0—>7/22 2722 707, .0

d——2d, c¢+———(cmod 2)

But multiplication by 2 is the zero map on Z/2Z, and reduction modulo 2 is the identity
map. The sequence is:

0—7/22 2~ 7./27. -4~ 7./27. — 0

In particular the zero map Z/27 — 7Z/2Z is not injective, so this sequence fails to be
exact.
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4. (a) (1 point) Let R be aring, and let X and Y be R—modules. Define the direct product
X xY.

The direct product X x Y is defined as the set {(z,y) | + € X, y € Y} with
R—module structure

r(z1, Y1)+ (22, y2) = (reit+ae, Y1 +Y2) for all 21,20 € X, y1,92 € Y and r € R.

(Since it is a finite direct product, it is isomorphic to the (external) direct sum
XaY.)

(b) (4 points) Prove that the product (along with the natural projections 7y : X XY —
X and 7y : X x Y — Y) satisfies the following universal property:

For any R-module Z and R-module maps fy : Z — X and fy : Z — Y, there is a
unique R—module map ¢g: Z — X x Y making the following diagram commute.

Z

g

Y
X XY
D'e Ty

X Y

Suppose that Z is an R—module with maps
fxiZ—>X and fyZ—)Y
Then define a map

g: 7 —XxY
z— (fx(2), fr(2))

We can verify that g is a map of R—modules. Given any r € R and 21, 2, € Z,
g(rz1 + z) = (fx(m’l + 22), fy(rz1 + Z2)>
= (nfx(=) + fx () rfy () + 1y (22)

= T(fX(21>7fY(Zl)> + (fX(Z2)7fY(Z2)>
=rg(z1) + g(22)

Moreover, we can verify that g makes the diagram commute:

mx 0 g(2) = mx (fx(2) () = fx(2)

and similarly 7y o g(z) = fy(z). This establishes the existence of the map g.
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To prove uniqueness, let ¢’ be any map the completes the diagram. For z € Z,
and suppose ¢'(z) = (z,y) for some z € X and y € Y. The commutativity of the
diagram means we must have

fx(2) =¢x0d(z) =mx(v,y) =2 and fy(z) = ¢y o g'(2) = my(2,y) =y

so (z,y) = (fX(z), fy(z)> This shows that ¢’ = ¢, and we conclude that ¢ is the
unique map of R—modules making the diagram commute.

(¢) (4 points) Show that this universal property defines the product X x Y (with its
projection maps) uniquely up to unique isomorphism.

Suppose there were two R-modules satisfying this universal property: The R-
module A, along with projection maps 7wy and 7wy, and the R—module B, along
with projection maps pxy and py.

Then by the universal property for A, there is a unique map of R—modules ¢ making
the following diagram commute:

B
N
v
X A Y
TX Ty
Similarly, by the universal property for Bj there is a unique map of R—modules ¢
making the following diagram commute:

A
/ :w\
Y
X Px B Py Y

We can combine these two diagrams into two larger commutative diagrams:
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A
|
1y
A
TX B Y
|
/ ;, ¢x
X A Y
T Ty

X

Px
/

pPx

B
|
l¢
¥
A Py
|
| w\
Y Y
B Py

Y

Consider the left-hand diagram (call it L). It is clear that the identity map makes

the following diagram commute:

A

TX
id

|
|
3
|
|
\

X A

TX

Y

Ty

so again citing the universal property, by uniqueness of the maps completing the

digram L, we must have ¢ oy = id:

A and by the same argument, from the right-hand diagram

Y
B

A

s

s

B

Then ¢ o) = id and 1) o ¢ = id. The maps ¢ and v are isomorphisms between
A and B, and they are the unique isomorphisms compatible with the projection
maps, in the sense that they are the unique maps making the diagrams commute:

B A
bx :¢ Py X :’lﬁ %
v v
X A Y X B Y
TX Y pPx py
We conclude that the data of the direct product X x Y along with its projection
maps mx and 7y are uniquely determined up to unique isomorphism.
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5. (a) (2 points) An matrix N is called nilpotent if N* = 0 for some positive integer k.
Prove that if N is an n X n nilpotent matrix, then N™ = 0.

Suppose an nxn matrix N satisfies N¥ = 0 for some positive integer k. The minimal
polynomial my(x) of N is the principal generator of the ideal of polynomials that
annihilate N, so my(z) must divide 2%, which means that my(z) must be a power
of z.

We proved that the degrees of the invariant factors of N must sum to n, so in
particular my(x) has degree at most n, and it must divide z". Since N satisfies its
minimal polynomial, it must satisfy the polynomial z".

(b) (3 points) Prove that any n x n matrix over C can be written as the sum of a
nilpotent matrix and a diagonalizable matrix.

Let Jy denote the (k x k) Jordan block matrix with diagonal entry A:

A 1 0 0 0]
0O X120 - 0
J=10 0 X1 -0
0000 -+ A

Then an n x n matrix A is conjugate (via some matrix B) to a matrix in Jordan
canonical form. But we can decompose each block J,; into the sum Ay + Jy i,
where I, is the k x k identity matrix. Thus BAB™! is equal to

—Jz\l,kl 0 0 _)\1[k1 0 0 _J07k1 0 R 0

0 T 0 0 Dol 0 0 Jog - O

0 0 0 = 0 0 0 0 o .- 0
00 Twie] L O 0 M| L0 0 Tosey |

Call the first matrix in this sum D, and the second matrix N, so we have

BAB™' =D+ N
A=B YD+ N)B=B'DB+B'NB

Since D is a diagonal matrix, its conjugate B~ DB is by definition diagonalizable.
Moreover, it was a result on the Homework that .Jy; has minimal polynomial 2% =
0. This means N*¥ = 0, where k is the size of the largest Jordan block. Since
conjugation is a ring automorphism, it follows that (B~!NB)* = B"IN*B = 0, so
we see that the matrix B~'N B is nilpotent.

The desired decomposition is: A = B"'DB + B 'NB.
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6. (b points) Let R be a PID that is not a field. Suppose that a nonzero R—module M is
divisible, that is, for each m € M and nonzero r € R, there is some m’ € M such that
rm’ = m. Show that M is not finitely generated.

We proceed by contradiction: Assume M is a finitely generated module over a PID R
that is not a field, and that M is divisible.

According to the invariant factor form of the structure theorem for finitely generated
modules over a PID, the module M decomposes as

O P A
M T ® ¥

for some invariant factors ay|as| - - - |ar, € R. We have seen in class that aj generates the
annihilator of the torsion submodule Tor(M).
Let {b1,b,...,bs} be a basis for the free factor R® (if s = 0 this is the empty set), and

let b; s be the image of 1 in ﬁ The elements by, ..., b; s are a generating set for M.
a;

First suppose that M has positive rank. Let m = by, and let » be any nonzero element

of R. Since M is divisible, there is some m' = Zfif r;b; € M with rm/ = m = b;.
Multiplying both sides by a; annihilates the torsion elements bg, 1, ..., b5 in the sum
m’, so

aprm’ = ag(r)(riby + ... 7sbs) = apby
Substacting a;b; from both sides:

(arrry — ag)by + agrraby + -+ - agrrsbs = 0

But by definition of basis, this linear combination can be zero only if each coefficient is
zero, in particular, (axrr; — ar) = 0. Then ay(rr; — 1) = 0, and since R is a domain,
rry = 1. We have constructed an inverse to an arbitrary nonzero element r € R, so we
conclude that R is a field, a contradiction.

Alternatively, suppose that s = 0, so M is torsion. Then let m = b, and let r = a.
Since M is divisible, there is some m’ in M with aym’ = m = b;,;. But a; annihilates
M, so this is a contradiction.

In all cases, we have reached a contradiction. We conclude that if M is a nonzero divisible
R-module over a PID, either R is a field or M is not finitely generated.
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7.

(a)

(1 point) Let R be a ring, and M an R-module. State what it means for M to be
a Noetherian R-module.

An R-module M is Noetherian if it satisfies the ascending chain condition: any
increasing chain of submodules

M, C My, CM;C---C M,

stabilizes. This means there is some index m such that M, = M,, for all k > m.

We proved in class that this definition is equivalent to the following: an R—modules
M is Noetherian if every R-submodule of M is finitely generated.

(5 points) Let R be a ring, and let
0—K-—M-"5Q—0

be a short exact sequence of R—modules. Show that if K and ) are Noetherian
R-modules, then M is Noetherian.

This problem is very closely related to Homework #8 Question 1.

Given the short exact sequence
0—K-—M->5Q—0

suppose that K and () are both Noetherian modules. Let N be any R-submodule
of M; to show that N is Noetherian is suffices to show that NV is finitely generated.

Consider the restriction of ¢ to N. An element is in the kernel of this map precisely
when it is in both N and K. This gives a short exact sequence

0— KNN — N 2% o(N) — 0

The R—module K N N is a submodule of K, and ¢(N) is a submodule of @, so our
assumption that K and @) are Noetherian implies that K NN and ¢(NV) are finitely
generated.

Let x1,xs,...,x; be a finite generating set for K N N, and let 29, 29,...,2, be a
finite generating set for the quotient ¢(N). Since ¢ surjects we can choose a finite
set y1,...,ym € N, with y; a preimage of z;. We claim that x1,..., 2k, y1,...,Ym iS
a generating set fo V.
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To see this let n € N be any element. Then ¢(n) € ¢(N) is of the form
¢(n) =riz1+ ozt Tz

for some coefficients r; € R. Take the preimage ry; + -+ - + 7, Ym. It may not be
the case that this preimage is equal to n, but we have

O(n — (riys +roya + - + ) = 6(n) — S(r1ys + rayz2 + -+ + P
= ¢(n) - (7’121 + T2y + A+ 7amzf}n)
=0

Son — (ryr + raya + -+ + TYm) € ker(¢) = K N N. But this means that this
element is in the span of the elements x;, say, it is equal to (121 + Soxo + - - - + Sp )
for some s; € R. Putting this together, we get

n=(ry +ray2+ -+ o) + (5121 + S222 + - + spxp)

and n is in the span of the generating set B = {y1,. .., Ym, T1, ..., 2} as desired. We
conclude that B generates N, and so N is finitely generated, and M is Noetherian.
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8. (4 points) Give an example of any group G and a complex representation of G that is
reducible but not decomposable. Justify your answer.

By Maschke’s theorem, any such group must be infinite. We can use an example from
class, when G = Z.

Consider the representation defined by the group homomorphism

¢ L —> GL((Cz) C2 = <€1,€2>
1 11
o1

Since 1 generates Z, this extends uniquely to a map of abelian groups, the map

>—>1n
n 0 1l°

Each of these matrices has an eigenvector ey, which implies that the eigenspace E; = (eq)
is stable under the action of the group; it is a Z-subrepresentation.

However, E; has no direct complement in C? that is stable under the action of Z. To

. . . 11 .
see this, consider the matrix ¢(1) = 0 1] . A direct complement to F; would have to
be a 1-dimensional subspace stable under the action of this matrix — that is, a second
eigenspace. But this matrix is not diagonalizable: it is already in Jordan canonical form,
and we know the Jordan canonical form of a matrix is unique, so it cannot be conjugate

to a diagonal matrix.

Thus this representation C? is not irreducible — it has a nontrivial subrepresentation —
but it cannot be decomposed into a direct sum of subrepresentations.
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9. Let G and H be finite groups with complex representations V' and U, respectively. We
can construct a representation V ®c¢ U of G x H with action

(g,h)(v®u) =gv® hu

(a) (3 points) Compute the character of the (G x H)-representation V ®¢ U in terms
of the characters yy and yy of V and U.

Let (g,h) be an element of G x H. Since G and H are finite groups, by a result
on the homework g and h must act on V' and W, respectively, by diagonalizable
linear maps. Let x1, 2o, ..., x, be a set of eigenvevtors for the action of g on V with
eigenvalues A1, Ao, ..., Ay , and let y1,ys, ...y, be eigenvectors for the action of h
on U with eigenvalues pq, o, . . ., fty,. Then

(g, h)z; @y; = g(x:) @ h(y;) = Ny @ pjy; = (i) @y,

so we see that z; ® y; is an eigenbasis for V ®¢ U under the action of (g, h) with
associated eigenvalues \;u;.

The trace of the action of (g, k) is the sum of the eigenvalues:

wow(@h) = 3 Ay = (ZA)(iu) T

i=1,j=1

We conclude that xvg.v(g,h) = xv(g)xuv(h) for all g € G and h € H.
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(b) (3 points) Prove that if V and U are irreducible G and H representations (respec-

tively), then V ®c¢ U is an irreducible (G x H )-representation.

We proved in class that a representation of a group W is irreducible if and only if its
character satisfies (xw, xw) = 1. This implies that (xv, xv)e = 1 and (xv, xv)g =

1.

It suffices to compute (Xve.v, Xvecr )axH:

(XV@cUz XV®CU)G><H = m

We know |G x H| =

1

(9,h)eGxH

xv(g)xuv(h). This gives:

|G|1|H| S woxemw@xo®)
(g,h)EGxH

!GH 2wl g
QEG’hEH

|G|| ZZXV xv(h)xu(h)
gEGhEH

(\Gr;"v )( ZHX

= (XVaXV)G(XU7XU)H
= (1)(1)
=1

Z Xvecu (9, h)Xvecv(g: h)

|G||H|. Moreover, by part (a), the character xvg.uv(g,h) =

This implies that the (G x H)-representation V ®¢ U is irreducible, as desired.

Remark: As an exercise, verify that the number of conjugacy classes in G x H is
equal to the product nm of the number n of the conjugacy classes in G and the
number m in H. Then, by doing a character computation like the one above, you

can check that the (G x H)-representation V'

®c U’ is nonisomorphic to V ®¢ U if

U is not isomorphic to U" and/or V' is not isomorphic to V’. Hence the set

{V&cU | V an irreducible G-representation, U an irreducible H-representation }

is a set of nm non-isomorphic (G x H)-representations. By a cardinality argument,
this must be a complete list of all the irreducible (G x H)-representations.
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