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Finite Dimensional Spectral Theorem
Let H be some symmetric matrix. Then, 3U € O(n) such that
H=UXU"' UeO(n)

where X is a diagonal matrix; i.e.

Take an input H. We desire some U € O(n) for which U"'HU is diagonal. Define a function

f: M, —Rby
f2) = riza
for r; € R with the property that ry <ry < --- < r, and let g : M,, — R be defined by
9(U) = f(UT'HU)

Let
1 2 -cosﬁ —sinf
Z) = 2 H= U= €0
FZ) = 20+ 222 [2 3] sinf cos6 (n)
Then
-0059 sinf| |1 2| [cosf —sine-
U 'HU =
—sin @ cosG] [2 3} L‘in@ cos
B -COSQ-i-QSinQ 2cos@ + 3sind cosf) —sinf
| —sinf+2cos@ —2sinf +3cosf| |sinf cosd
B -00829+4005951n9+3sin29
~ |sin®60 — 4cos@sinf + 3cos? 0
f:(00829+400898in9+38in29)+2~(Sin29—4COSHSin9—|—3C0529)



Problem 19:

This function is minimized for a value of @ satisfying
d
0= o7 ((00529 + 4 cos 0 sin § 4 3 sin? 9) +2 (sin29 — 4 cosfsinf + 3 cos? 9))
= —2cosfsinf + 4 cos(20) + 6sinf cos f + 4sin b cos § — 8 cos(20) — 12 cosfsin §
= —4sinf cos — 4 cos(26)
= —2(sin(26) + 2 cos(26))
= tan(20) = -2 = 0~ 1.01722

We wish to show that for any such symmetric matrix H, 3U € O(n) such that f(U"1HU) is
minimized, and furthermore that in this case U~ 'HU is diagonal.

Show that 3 Uy € O(n) > ¢ is minimized at some Uy on O(n).
Proof. Recall that g : O(n) — R is a continuous real-valued map. Therefore, it is sufficient to

show that O(n) is compact. Since O(n) is a subset of a real vector space R™ | we may show
that it is closed and bounded.

Closed: Define a function h : M,(R) — M, (R) (M, denotes the space of n X n matrices) by

h(A) = A*A. Note matrix multiplication is a polynomial map with respect to the entries
of A, so h is continuous. Furthermore

On)={Aec M, : A'A=1d} = {A € M, : h(A) =1d} = h~(1d)

Since h is continuous and the singleton {Id} is closed, we conclude that O(n) is closed.

Bounded: Let |- | denote the supremum norm on M,,. Let U € O(n). Note that by the standard

inner product on R", we know that U is orthogonal implies (Uey,Ues,...,Ue,) forms
an orthonormal basis of R”. Furthermore note that these are the columns of U, and
that if each has |Ue;| = 1 under the 2-norm, then no element of U has absolute value
> 1. Therefore |U|s < |U;j| < 1 for some 4, j, so U is bounded by 1 for all U € O(n).
Therefore O(n) is bounded.

Thus O(n) is compact. The image of a compact set under a continuous map is compact, so
we note that g(O(n)) C R achieves its minimum at some Uy € O(n). O

We showed on a previous homework that if g achieves its minimum at Up, then [Dgly,[v] =0
for all v € Ty,0(n). But for any U € O(n), how do we describe Ty0,,? Recall that since
U € O(n) which is a smooth manifold, then the function Uexp : P — B (where P is an open
subset of s0 (n)) is a coordinate patch from so (n) to O(n) near U. Therefore,

TyO(n) = [D(U exp)lulso (n)] = [D(U)]a[D explo[so (n)]

Note U as a map from A — UA is linear, so [D(U)]iq = Uld = U. As we have previously
shown, [D exp|g = Id, so consequently we conclude

TyO(n) = Uld[so (n)] = U - so (n)



Thus if A € TyO(n), then A = UJ for some J € so (n).

However, we can also define Ty O(n) in a different way, as the set of derivatives of paths through
O(n) at U. Under this definition, if UJ € Ty, let y(¢) : (=§,) — O(n) by v(t) = U exp(tJ)
and note v(0) = Uexp(0) = U and +'(0) = UJexp(0) = UJ. By the Chain Rule, it follows
that

DauU] =L (1))

t=0

= — F((Uexp(t])) " H(U exp(t.J)))

t=0

=—| flexp(tJ)"'Uy *HU exp(t.J))
=0

=—|  flexp(—tJ)X exp(tJ))
t=0

where X = U~'HU does not depend on J or t. Since f is linear, [Df] = f, so we conclude

WQdUﬂf<i

exp(—tJ)X exp(tJ)) =f(-JX+XJ)
t=0
for any UJ € TyO(n).

Now that we have computed [Dg], we are ready to tackle Problem 20.

Problem 20: Show U~'HU is diagonal if and only if ¢(U) is minimized.
First, suppose U € O(n) such that X := U~'HU is diagonal. Therefore V.J € so (n) (n), the
diagonal entries of J must all be zero, so note

0 *| | A A1 0 —%
—-JX+XJ= +
| —* 0 An An| |* 0
[0 ] [0 Ayx - ]
Ak 0 0 Aok
— | Ax 0 +
o] L 0]
0 « «
=% %
o« 0

So
[Dgly [UJ) = ri[=T X0 + XoJ], k=0



Problem 21:

for all UJ € TyO(n). Thus g(U) is minimized.
Now, let U € O(n) and define X = U~'HU such that
[Dglu[UJ] = ka(—JX + XJ)ee =0
We need to show that X is diagonal.
Notice
X' =(U'HU)Y =U'H (U Y)Y =U'HU = X
so X is symmetric. Suppose X is not diagonal. Then i, j with ¢ # j such that
Xij=Xji=a#0
Define J € so (n) such that J;; =1, Jj; = —1, and J,s = 0 for all (r,s) # (4,7). Then note
JXi=JiXji=Xji=a JXj;=J;Xy=-Xi; = —a

XJii = XijJji=—-Xi5 =—a XJj;=Xdij =Xji=a
and for r # 1, j,
JX =XJ =0
Therefore,
0=f(=JX +XJ)=> re(=JX + XJ )i

=ri(=J Xy + XJyu) +r;(—IX;; + X J;5)

=ri(—a+—a)+rjla+a)=2(r; —r;)a
But r; # r; by construction (since j # ¢), so it follows that a = 0, a contradiction. Therefore
it must be the case that X = U~'HU is diagonal.
Prove the Spectral Theorem.

The result is immediate: if H is a symmetric matrix, then by Problem 19 3U; € O(n) such
that g(Up) is minimized. Define X, = U, * HUj. Since g attains a local minimum on O(n) at
Uy, it follows that VUyJ € Ty, O(n),

[Dglu, [UoJ] = f(—=J X0+ XoJ) =0

Therefore by Problem 20, we conclude that X is diagonal. Thus for every symmetric matrix
H 3U, € O(n) such that UalHUo is diagonal.



