Let V be an n-dimensional vector space over a field F' and let A : V — V be a linear
transformation. Then we have defined a scalar det(A).
We can define it abstractly by

w(Avy, Athy, ..., Aty,) = (det A)w(¥, Vs, . .., Uy)

where w is any non-zero alternating multilinear n-form.
Concretely, in any basis, we have

det(A4) = Z sign(o)Ais(1)A202) **  Ano(n)-
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We have the basic properties:

det(AB) = det(A) det(B).
e Adding a scalar multiple of one row/column to another keeps the determinant the same.
e Multiplying a row/column by c rescales the determinant by c.
e Switching two rows/columns switches the sign of the determinant.
e We have det(A) = 0 if and only if A is not invertible.
Wake up: What is

det[%%%}?
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Problem 1. (1) Show that
det [ st s s | = vy et [42 2] — A det [ 43 420] + Asgdet [ 42 42].
(2) Show that
Agydet [432 43 ] — Asdet [32) 4% ] + Asydet [ 33} 422 ] = 0.
Let A\ij be the matrix A with the i-th row and the j-th column removed. We generalize the
above computations to matrices of arbitrary size:

Problem 2. (1) For any row r, show that
det@4)::(—ljr+1(/hldetgiq——ngdet}LQ—Fngdet}L3._...4_/hndet}Ln).
(2) If ¢ # r, show that
Apdet Ay — Agydet Ay + Aggdet Ay — - + Ay, det A,,, = 0.
The adjoint matrix of A is defined by
adj(J)y; = (—1)"* det A;.

(You saw this in homework problem 5.2.3.) For example,

Tai1 a2 ais ageazz—azzazz  —(a21a33—a23a31) a21a32—a22a31
adj a1 azz a3 | = —(a12a33—a13a32) ai1azz—aizazr  —(ariazz—aizasi)
31 (32 433 a12a23—aizazs  —(a11a23—a13a21) @11022—a12021

Problem 3. Show that
adj(A)A = det(A)Id,.

Problem 4. If det(A) # 0, show that A~ = ——adj(A).

Problem 5. Let det A # 0. We consider solving the equation
AZ =b.
(1) Show that

1 iti A
T, = detAXJ:det(_l) ]Aj,;xj.

(2) (Cramer’s rule) Let A;(b) be the matrix where we replace the i-th column of A

with b. Show that
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