SYMMETRIC BILINEAR FORMS

Let k& be a field, let V' be a finite dimensional vector space over k and let B : V' x V' — k be a k-bilinear pairing. Recall
that, given a basis vy, v2, ..., v, of V, we encode B in a Gram matrix G with G;; = Bl(v;, vj), and that B is symmetric if
and only if G is. Changing bases of V modifies the Gram matrix by G — SGS” for invertible S. It is natural to ask how
nice we can make the matrix G by action of this kind.

‘ To simplify our results, assume that & does not have characteristic 2. ‘

(190) Suppose that B is a symmetric bilinear form. Show that there is a basis of V' for which the Gram matrix of B is
diagonal. (Hint: If B # 0, use Problem @ to find a vector v with B(v,v) # 0, then consider the decomposition
V = kv (kv)t)

(191) Let G be a symmetric matrix with entries in k. Show that there is an invertible matrix S and a diagonal matrix D
such that G = SDS”.

(192) Let k = Q. Carry out the procedure in the previous problems for

@ G=1[75]
b) G = [—21 B —01}
( Lo S1 2]
This immediately raises the question, given two diagonal matrices diag(aq, e, . . ., oy, ) and diag(Sy, B2, - . ., Bn), when
are the bilinear forms z7 diag(aq, o, . .., oy )y and &1 diag(B1, Ba, . . ., B )7 equivalent up to a change of basis? For a

general field, this is a very hard question. However, we can say some things.

(193) Suppose that there are nonzero scalars ; in k with o; = fyfﬁi. Show that the 77 diag(ay, ag,...,an)y and
&7 diag(pB1, Ba, - - - , Bn )Y are equivalent.

(194) Show that the bilinear forms B([z3], [§3]) = z122 + y1y2 and C([3], [§5]) = Sx1xa + Sy1y2 are related by a
change of basis in 2, even though 5 is not square in Q.

(195) Let k = R. Show that any bilinear form over R can be represented by a diagonal matrix whose entries lie in

{-1,0,1}.



